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ABSTRACT

An eye-tracking experiment was conducted to examine relative clause attachment processing
in Russian speakers and how it is affected by syntactic and semantic constraints. Attachment
was manipulated by either morphological means (gender-marking) or semantic bias. Previous
experiments on Russian found a dissociation between early and late measures, which agreed
with the Relativized Relevance principle proposed by Frazier (1990) claiming that early
attachment preference observed in cross-linguistic studies is determined by rather late processes
and disguises effects of the Late Closure strategy (Chernova and Chernigovskaya, 2015). The
present experiment showed no evidence in favor of the Late Closure strategy in initial syntactic
commitments (first-pass time). Early attachment had a significant reading time advantage in
second-pass and dwell time, agreeing with the Constraint Satisfaction accounts. When
disambiguation was syntactic (i.e., by morphological means), late attached relative pronouns
received the highest number of incoming regressions. When disambiguation was semantic, late
attached verbs demonstrated the highest number of outgoing regressions. Regressions to
competing NPs showed that NP1 was reread twice more often than NP2, which was not
correlated with noun frequencies. Accuracy was significantly higher for syntactically
constrained sentences and sentences with early attached relative clause modifiers. Everything

seems to confirm early attachment preference in Russian.
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Introduction

One thing that is very characteristic of natural human languages—as compared to most context-
free programming languages, for example—is their massive ambiguity. Yet people hardly ever
notice it. Only very occasionally do we encounter sentences that force us to use our
metalinguistic awareness (reflecting on and consciously pondering about speech) to resolve an
ambiguity in the input. In written language deprived of prosodic cues there exist at least three
levels of ambiguity: lexical (concerned with word meanings and their lexical class), syntactic
(concerned with packing words into hierarchical structures), and scope (concerned with
semantic scope due to the presence of quantifiers). Ambiguity could also be either temporal
(sentences containing strings of words that can be configured in multiple ways but having only
one grammatically acceptable structure in the end) or global (sentences that have more than one
grammatically acceptable structure). The way ambiguities are processed and resolved provides
an important window into how we process written language in general and what strategies our
brain uses to interpret it.

Apart from that, people do not possess unlimited time and cognitive resources to
interpret linguistic input. Sounds are transient, do not stay around, and thus have to be processed
quickly. Written speech interpretation usually imposes less time pressure but is also affected by
processing resources. Cognitive processing has both temporal and quantitative limitations, such
as the amount of material our working memory can hold simultaneously and the decay rate of
this material (Frazier 1979:1). In order to interpret and assign meaning to an acoustic signal, it
must remain active in the working memory buffer, which is generally considered to be limited
to about seven independent chunks of information (Miller 1956). Moreover, the interpreted
signal must also be integrated with the preceding utterance (Traxler 2012:195). The decay rate
of the material also depends on the type of information to be processed: information with poor
inherent organization will require more cognitive processing (Williams 2009:231) and will
decay faster (Frazier 1979:1). This leaves the human brain with a quite narrow time-span during
which the incoming information should be structured, interpreted, and integrated in the
discourse. And people, as empirical evidence suggests, cope with it excellently and with very

little conscious effort.
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To explain this relative ease with which people process language so fast and so efficiently,
different models of processing have been proposed. Most of them were originally developed on
the basis of English data and turned out to make wrong cross-linguistic predictions (e.g., the
Garden-Path Model postulating the existence of the universal Late Closure strategy has been
consistently proven to be incorrect for many languages, including Russian; see Chapters 1 and
2). Relative clauses are very useful for examining cross-linguistic parsing strategies, because
these structures often have comparable syntax. Since the phenomenon first attracted mass
attention of psycholinguists in 1988, with the publication of Cuetos and Mitchell’s paper on
Spanish, a vast amount of research has been conducted on different languages. However, as of
today, no agreement has been reached, with many studies showing contradictory results. Being
a morphologically rich language, Russian is a perfect material to examine how and when
syntactic and semantic constraints affect processing of adjunct modifiers.

Given the scale that the relative clause attachment research has reached in the last forty
years, it is very surprising how few studies on Russian have been conducted so far. None of
them have examined syntactically unambiguous clauses with relative pronouns using eye-
tracking nor studied what role semantics plays in resolution of global syntactic ambiguities, i.e.,
how fast it is accessed, how reliably it is used, and how it interacts with attachment preferences.
This study is intended to shed some light on these questions.

This work is structured as follows. Chapter 1 reflects on the notion of parsing and tracks
the progress in this area from the origination of psycholinguistics as a field (1950s). It discusses
the milestones in parsing models, from the earliest modular accounts to more recent constraint-
based and shallow processing models. Chapter 2 discusses the phenomenon of relative clause
attachment based on cross-linguistic data. It examines the major hypotheses proposed to
account for large variance observed in these studies. A separate subsection is devoted to
previous works in this area done on Russian and discusses their findings and limitations.
Chapter 3 describes an eye-tracking experiment conducted to examine relative clause
attachment in Russian and how it is affected by different constraints (syntactic and semantic).
It discusses the technology of eye-tracking and the most commonly used measures: how they
are affected by different linguistic manipulations and what stages of processing they usually
reflect. It also describes the methodology, materials, two pre-tests (frequency norming and
plausibility norming), predictions by different models, and results. Chapter 4 provides the
summary of this investigation with an overall discussion of the experiment and possibilities for

future research.
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Chapter 1: Syntactic Processing

The aim of this chapter is to introduce the notion of parsing and what has been discovered about
its mechanisms in humans so far. Section 1.1 provides a definition of parsing, elaborating on
its incrementality, possible strategies and stages. It presents two most influential groups of
parsing models which differ with respect to the number of stages and strategies they assume:
modular and constraint satisfaction accounts. The issue of syntax-lexicon dissociation in the
brain is examined from different angles (theoretical, psychological, and neurological). Section
1.2 provides an overview of the most influential parsing models proposed so far, and discusses

evidence supporting or contradicting them.

1.1. General background

Syntactic processing, also known as parsing, refers to the process of organizing incoming
strings of words into hierarchical structures (Traxler and Gernsbacher 2011:147) and assigning
meaning to them based on the syntactic rules. It is widely accepted that the parser is equipped
with grammatical rules of a given language and thus does not construct ungrammatical
representations, which would later have to be eliminated by some specialized grammar device®.
Evidence that people do construct ungrammatical representations would force us to revise all
the existing parsing models (Traxler and Gernsbacher 2011:484). Most commonly, syntactic
representations that the parser constructs are depicted as syntax trees. On a neurophysiological
level, of course, no trees are present: the information about sentence structure is encoded as
patterns of neural activity, and it is one of the greatest challenges to establish how the former
translates into the latter.

Empirical studies, in particular eye-tracking and brain imaging experiments, suggest
that the human parser is highly incremental: it does not wait until all the input has been read to

start interpreting? it and building a structure, even though that implies making parsing decisions

1 But see Traxler (2012:483-486) for an interesting overview of several experiments suggesting that people may,
in fact, at least consider ungrammatical analyses, especially when the grammatically acceptable analysis is too
complicated to comprehend (such as in multiple central embeddings, semantically anomalous sentences,
“reversible” passives, etc.).

2 As a matter of fact, activation of word meaning during reading was consistently shown to be autonomous: even
when activating word meaning is task-irrelevant, people find it difficult or even impossible to prevent (see
MacLeod, 1991 for a good overview of multiple Stroop experiments exploiting this phenomenon).

3
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in the conditions of partial information. Locally ambiguous sentences (also known as garden-
path sentences) in which difficulty is visible immediately when the disagreeing word is
encountered, are the most informative for that purpose (see, for example, Rayner et. al. 1983;
Mitchell and Holmes 1985; Ferreira and Clifton 1986; Trueswell et al. 1993; 1994; Tanenhaus
et al. 1995; Clifton et al. 2003, among many others).

Given the limited resources available to the human parser, it seems only logical for it
not to shelve any incoming strings of words and do as much interpretive work as it can to clear
the “buffer” and maximize efficiency. Though the debates on incrementality and the exact size
of processing chunks are not yet resolved, there is a great deal of evidence suggesting that the
human parser operates on a word-by-word basis. This implies that it is impossible for the parser
to “lay aside” the current word and wait for subsequent words to shed light on how the current
word must be interpreted and attached to the tree. In this respect, it significantly differs from
deterministic bottom-up computer parsers that are allowed to look ahead at n input symbols
before deciding how to parse current symbols, which makes it possible for them to avoid
backtracking (for the description of standard deterministic parsers and a possible adaptation of
them to natural language, see Abney 1989).

Research on the topic of parsing started as early as the field of psycholinguistics itself—in the
1950-60s. Different parsing models have been mushrooming ever since, trying to address the
questions of what governs initial parsing strategies and through how many stages the human
parser goes to assign meaning to an utterance. Before we move to major parsing models
proposed during around 70 years of psycholinguistic research, let’s first address the very
notions of a parsing strategy and stage of parsing, and tackle the problem of syntax-lexicon

dissociation.

1.1.1. Parsing strategies

The aim of a parsing strategy is to guide the parser in making a decision when the information
it needs is not (or not yet) available (Frazier 1979:3). There are currently about 7,000 languages
in the world, and the absolute majority of people are speakers of at least one of them. Given
such a variety, different configurations of parsing strategies are possible.

First, parsing strategies can be universal and used by all speakers in all languages we
examine. As Frazier put it in her 1987 work, “[i]deally we should be able to remove the
grammar of English from our theory of sentence processing, plug in the grammar of some other

language, and obtain the correct theory of processing of that language. [...] And, if it should
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turn out that language-specific parsing differences do exist, this fact along with the detailed
differences will require explanation” (ibid.:565). There are several possible explanations for
why that would be the case, but the most plausible one is that such strategies would yield
processing advantage and increase efficiency, thus representing an optimal way of using human
cognitive resources (Cuestos and Mitchell 1988:75). Given both temporal and quantitative
limitations the human parser faces, being able to structure the input faster and with less
resources would obviously have a huge processing advantage. However, considering the
amount of structural variation among languages, such strategies may not be the most effective
for all languages and for all cases, although they should be invoked when dealing with similar
(or analogous) structures in different languages. Thus, if such strategies exist, they may
constitute only a part of all strategies that speakers of different languages use. We may call such
strategies processing load driven.

Alternatively, strategies vary from language to language. Such strategies would be
“customized” to suit particular languages or even particular structures within such languages.
These strategies would obviously be shaped by past experience with language, being exposure-
based. The most plausible motivation for them would be the frequency of syntactic
constructions. They may also bring processing advantage by dealing with some input in a
particular language in the most efficient way. There is much evidence that this is indeed the
case. For example, languages have been shown to differ in cues people use to interpret
inconsistent sentences, with German speakers relying heavily on animacy, English speakers on
word order, and Italian speakers on noun-verb agreement (see Bates et al. 1984; MacWhinney,
Bates, and Kliegl 1984; McDonald 1986; Sokolov 1989; MacWhinney, Osman-Sagi, and
Slobin 1991 to name just a few). We may call such strategies language-driven.

Strategies may also vary from speaker to speaker. Such strategies would most likely be
driven by individual cognitive variance. Evidence suggests that there is, indeed, a significant
by-subject variability in performance on syntactic processing tasks (for working memory-
related theories, see King and Just 1991; Just and Carpenter 1992; MacDonald, Just, and
Carpenter 1992; Caplan and Waters 2002; Swets, Desmet, Hambrick, and Ferreira 2007; for
cognitive control and information suppression theories, see Gernsbacher and Faust 1991,
Gernsbacher 1993; for perceptual interference theories, see Leech et al. 2007, among others).
We may call such strategies individual-driven.

Obviously, we may find an intricate combination of all the above strategies. For
example, humans may be born with processing load driven strategies that are then shaped by

both an exposure to a particular language and our individual differences in cognitive abilities.

5
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1.1.2. Parsing stages

Speaking of stages of parsing, it is reasonable to begin with addressing the topic of brain
functional specialization. In a series of seminal papers, Forster (1974; 1976; 1979) proposed an
idea that the human language comprehension system consisted of several autonomous
processing modules (a lexical processor, a syntactic processor, and a message processor). The
whole notion of such a module is, perhaps, best addressed in Fodor’s influential monograph
The Modularity of Mind (1983), which triggered many years of heated debates among cognitive
scientists. A module, in his definition, is domain-specific, informationally encapsulated from
the background knowledge, fast, mandatory, and has a fixed neural architecture. Despite its
somewhat misleading name, the monograph did not assert that the human mind was massively
modular. Instead, Fodor argued that only lower-level cognitive processes (which he called
“input systems”’) were modular. The job of such input systems is to take a sensory stimulus and
perform basic recognition and description. Upon completing the task, input systems feed their
output to higher-level cognitive processes (an example of which is analogous thinking) that,
according to Fodor, are nonmodular, since they have access to all information contained within
the cognitive system. As far as language is concerned, Fodor hypothesized that language
processing was a module encapsulating the grammar and the entire lexicon: “Presumably, the
language processing system has access to a grammar of the language that it processes, and a
grammar must surely contain a lexicon. What words are in the language is thus one of the things
that the language module can plausibly be assumed to know consonant with its modularity” (J.
A. Fodor 1985:5). The concept of modularity shaped the parsing research and laid the
foundation for many models of parsing, as well as provoked heated discussions on whether

there were any submodules (such as syntax) within a big language module.

1.1.3. Syntax-lexicon dissociation

Whether, as Fodor put it, grammar indeed contains lexicon, is a big topic for discussion. At the
dawn of modern linguistics as a discipline, syntax and lexicon where generally perceived as
two distinct components. Early Chomsky (1965) and theoretical linguists following his
framework considered “abstract syntactic rules” and lexical information to be two disjoint
subsets. Early psycholinguists also posed a dichotomy between the two, often treating syntax
as having a privileged position over lexical information, which is described by a famous saying
“syntax proposes, semantics disposes.” Forster (1974) proposed the idea of the “autonomy of

syntax.” However, as more and more linguistic data has been accumulated, this distinction has
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become more and more blurred. There is little doubt that some abstract syntactic rules exist,
because people manage to do some processing® of Jabberwocky sentences constructed
according to grammar rules of a given languages but from made-up words, which renders them

semantically meaningless:
Twas brillig, and the slithy toves
Did Gyre and gimble in the wabe;
All mimsy were the Borogoves,
And the mome raths outgrabe.
Lewis Carroll (1872)

However, in most other cases, the boundary between syntactic and lexical information becomes
less and less clear-cut (see Clifton et al. 1984; MacDonald et al. 1994; Trueswell et al. 1994 for
frequency effects not only for syntactic constructions but also for lexical items in particular
syntactic contexts), although there is still a lot of evidence for a dichotomy between syntactic
and other information from psycho- and neurolinguistic studies using a variety of techniques.
Eye-tracking and SPRT (self-paced word-by-word reading tasks) experiments reported the so-
called “garden-path effect”—a necessity to reanalyze the initially misparsed syntactically
ambiguous fragment after the disambiguating word has been encountered (Rayner, Carlson,
and Frazier 1983; Ferreira and Clifton 1986; Mitchel 1987%; Ferreira and Henderson 1990;
Clifton 1993, among others). The reanalysis is visible in the reduced pace of reading or
regressive eye movements. Another piece of evidence comes from experiments using the speed-
accuracy trade-off technique. For example, McElree and Griffith (1995) used it to examine
whether there was a temporal dissociation between structural and other types of information.
The participants were presented with sentences with semantic anomalies (1a), subcategorization

violations (1b), or syntactic category violations (1c):

3 See Kako (2006) for grammaticality judgments research and Hahne and Jescheniak (2001) for event-related
potentials.
4 But see Adams, Clifton, and Mitchell (1998) for conflicting evidence.

7
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1) a Some people alarm books.
b. Some people agree books.
C. Some people rarely books.

Each sentence was followed by a tone at various time intervals, upon which the participants had
to immediately reply whether the sentence made sense. The accuracy of responses after a
rapidly following tone was at a chance rate, while the accuracy of responses after a long delay
was the same as in untimed tasks, indicating that the asymptote was reached. However, the
participants reached an asymptote slower for (1a) than for (1b) or (1c), suggesting that semantic
information is processed slower (or is delayed) in comparison with syntactic category or
subcategorization information (but see Spivey, Fitneva, Tabor, and Ajmani 2002 for an
alternative explanation). Finally, several ERP studies showed the dissociation between
syntactic and other types of information (Hagoort, Brown, and Groothusen 1993; Ainsworth-
Darnell, Shulman, and Boland 1998; Miinte, Heinze, and Mangun 1993; Rosler et al. 1993), in
which the size of N400 was larger when it occurred with gender violation on the same word,
whereas P600 was unaffected by semantic violations.

The above evidence covers the topic of syntax-lexicon dissociation from the view of
modular vs. connectionist debates (that is, whether language and/or its components are separate
isolated systems or interact with other cognitive systems). Regarding the issue of localization
(whether there are brain areas sensitive to either only linguistic information or just one type of
linguistic information but not others), most of neurophysiological evidence suggests that no
region in the brain is sensitive to only lexical or only syntactic information, although there are
many debates as to the experimental items representing these two opposite poles. Fedorenko,
Nieto-Castafion, and Kanwisher (2012) used multi-voxel pattern analyses to examine which
information, pure lexical or pure syntactical, is represented in the brain more robustly, and
whether some brain regions reliably distinguish between “pure” lexical information (lists of
words) and “pure” abstract syntactic information (Jabberwocky sentences) in their pattern of
activity. They found that lexical information was represented more robustly. There was a better
discrimination between conditions that differed along the lexical dimension (sentences vs.
Jabberwocky, and word lists vs. nonword lists) than between conditions that differed along the
syntactic dimension (sentences vs. word lists, and Jabberwocky vs. nonword lists). Also,
surprisingly, they found that some regions in the inferior frontal gyrus and posterior temporal

cortices reliably discriminated between pure lexical and pure syntactical information in their

8
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patterns of firing. Fedorenko, Nieto-Castafion, and Kanwisher (2012) reasonably argued that
there was a continuum between purely lexical items on one end and abstract syntactic rules on
the other, with most linguistic data falling somewhere in between—that is, stored in the lexicon
together with syntactic/semantic contexts they frequently occur in. They also concluded that
lexical information was a very important source of information guiding initial sentence

interpretation.

1.2. Major parsing models

All the above split parsing research into several camps, with more and more models emerging
as more and more theoretical and empirical cross-linguistic evidence was obtained. In the 1985
commentary to Fodor’s modularity theory, Janet D. Fodor was one of the first to classify parsing
models with respect to the amount of interaction they allow. She divided them into

“algorithmic” and “detective” (or “heuristic”).

Algorithmic models, later known as two-stage models or modular models, are based on the
assumption that either language as a whole or some aspect of it (e.g., syntax) is subserved by a
domain-specific module that exists independently of a central store of general knowledge. The
flow of information is blocked from both sides: module is cognitively impenetrable and does
not reference any other systems in order to perform its task. Janet D. Fodor (1985) referred to
the algorithmic account of processing as “deeply unintelligent”: “[...] the parsing mechanism is
programmed to examine input words sequentially as they are received and to respond to each
one in some quite specific way, such as adding certain nodes to a phrase marker in temporary
memory” (ibid.:8). Because the algorithmic parser operates on a pool of template-based
strategies (or responses, as Janet D. Fodor called them) and does not communicate with other
systems while making initial decisions, it is normally assumed that such a parser will only
construct one analysis at a time. If some additional information appears that makes the initial

parse incorrect, then the reanalysis occurs. This account is called serial.

Detective models, which are based on the same idea as interactive models or constraint-
satisfaction models, are the opposite of algorithmic models. They claim that almost all
cognitive processes are interconnected, and that there is a free exchange of information between
them. Detective models draw on a vast number of different clues in order to make the best

structural guess. Compared to the algorithmic processor, the detective processor should be
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much more intelligent and much harder to simulate as a computer program, primarily because
its computations are “global.” Of course, so much unstructured data would create a massive
ambiguity and slow the processor down. It is thus commonly assumed that different clues
provide different amount of support to different analyses, and if two constraints conflict, one
will take precedence: “Typically, no one clue will be decisive for sentence structure; each must
be weighted and integrated. If clues conflict, then one must be allowed to override another, and
so forth” (Janet D. Fodor 1985:8). The parser must weigh all the available data and choose the
analysis that receives most support. In an interconnected network, everything communicates
with everything, and there is constant feedback between different systems and stages of
processing, contrary to modular organization. Also very importantly, “[...] what counts as a
useful superficial clue to structure is likely to be highly language-relative, suggesting that the
success of a detective procedure requires considerable experience with parsing this particular
language” (ibid.). As discussed above, this has been consistently shown to be the case. These
models mostly assume that the parser constructs multiple analyses and ranks them accordingly.
If new information supports the candidate that is lower on the list, then the re-ranking occurs.
This account is called ranked parallel. One big flaw of such models is their poor predictive
power: as of today, no complete list of possible constraints has been created, let alone describing
how exactly they affect processing.

Let’s now discuss the major parsing models proposed over almost 70 years of psycholinguistic

research.

1.2.1. Bever’s heuristics (1970)

The development of the field started with the assumption that initial sentence processing is
governed by template-based heuristics that get the job done fast, although sometimes at the cost
of accuracy. One of the first models of parsing was proposed by Bever (1970). The model
consisted of over a dozen heuristic strategies that, as he claimed, were a subpart of general
cognitive processes and drew on the same principles as general perceptual mechanisms. The
evidence for heuristics, Bever argued, came from misparsed sentences, when people
constructed analyses that were not grammatically sanctioned. Almost 40 years later, Townsend
and Bever (2001) formulated it this way: “a quick and dirty parse is initially elicited. [...] This
preliminary analysis uses a variety of surface schemata in conjunction with verb argument and
control information to organize an initial hypothesis about meaning” (ibid.:163). Bever’s work

was intended to provide an alternative approach to the then-popular Derivational Theory of
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Complexity—the idea that perceptual complexity of a sentence is a function of the number of
grammatical rules employed in its derivation (Miller 1962). It was hypothesized that during
comprehension the human parser has to “reverse engineer” the input to go back to the initial
stage, from which the process of sentence building would normally start during production. In
other words, the parser has to remove the applied transformational rules one by one, and the
number of such rules is the primary contributor to perceptual complexity of a sentence. Bever,
on the contrary, argued that instead of directly applying these complex syntactic algorithms to
comprehend a sentence, people used heuristics (which he also called “perceptual strategies”) to
identify the deep structure of the sentence.

Bever proposed two major groups of speech perception strategies—segmentation
strategies (which establish clausal relations in the sentence) and functional labelling strategies
(which establish structural relations within clauses). The latter draw on, among other, some sort
of semantic and frequency information. Apart from his Strategy A°, which later became known
as the NVN strategy, these principles have been mostly abandoned ever since; however, they
had an important influence on the development of the field. Bever’s model was one of the

earliest, if not the earliest, examples of a detective-style (heuristic) model.

1.2.2. Kimball’s two-stage model (1973)

Kimball (1973) examined parsing strategies from the standpoint of sentence acceptability. He
argued that human languages differ from computer languages in two important ways. First,
compared to context-free programming languages whose grammars are unambiguous® and
deterministic (yielding a unique parsing tree for each string), human languages are ambiguous,
so the parsing model for human languages must differ from that of computer languages and
allow for multiple underlying structures. Second, the computer parser has almost unrestricted
memory: it can go n symbols ahead and decide that the appropriate action is to read in the next
symbol. Human short-term memory is, on the contrary, quite limited, so the parser must
constantly build trees over input strings for them to be cleared out of the memory (ibid.:20).
Kimball then proceeds with formulating ““six or seven” principles of surface structure parsing.

For reasons of space, | will not list them all here. What is relevant now is that this model was

5 Strategy A: Sequence together any sequence X...Y, in which the members could be related by primary internal
structural relations, ‘actor, action, object...modifier’ (Bever 1970:290).

® However, context-free grammars that are deterministic (that is, always unambiguous) only constitute a subclass
of grammars in computer languages. Moreover, some classical context-free languages have been shown to be
inherently ambiguous (e.g., Flajolet 1987). In fact, many programming languages are ambiguous due to the
dangling-else problem and other issues.

11
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an early example of a modular model that states a clear dichotomy between syntactic and other
types of information.

1.2.3. Frazier’s Garden-Path Model (1979; 1987)

Not long after Bever and Kimball, Frazier (1979; 1987) came up with a more influential two-
stage model that shaped the study of parsing mechanisms for more than ten years, before it was
substantially revised in 1996 (Frazier and Clifton 1996). The Garden-Path Model separates
syntactic processes from other linguistic processes (such as semantic, thematic and discourse
processes) and encapsulates them in a module that only communicates with other systems

through input and output. It consists of two parsing stages:

Table 1. Parsing stages assumed by the Garden-Path Model

Stage 1 Access to syntactic information only (modular);

One candidate initially created (serial).

Stage 2 Access to semantic, thematic, and contextual information;
Initial candidate evaluated in context;

Revision for incorrect candidates.

The Garden-Path model assumes that, to incorporate new phrases into the preceding tree, the
parser uses three principles: Minimal Attachment, Late Closure’, and Active Filler® (a recent
addition to the theory). These principles are claimed to apply cross-linguistically.

The Minimal Attachment principle, according to Frazier, means that no potentially
unnecessary nodes in the syntactic representation should be postulated. It is immediately
obvious that such a principle is heavily theory-dependent: different syntactic theories may
assume different number of nodes for the same structures. It also poses the risk of inverse
operation: if some structure is preferred over another, we can postulate that it has “fewer nodes”,
thus being minimal. Frazier provided an explicit psychological motivation for the Minimal
Attachment principle: “Minimal attachment analyses will be available earlier than nonminimal
ones due to the relative number of phrase structure rules that must be accessed for the two
analyses” (Frazier 1987:564). In other words, the parser is able to compute the minimal

structure faster, thus yielding a processing advantage. Taking into account working memory

" The Minimal Attachment principle is an adaptation of Kimball’s Right Association strategy, and Late Closure is
a modified Closure strategy.

8 «“Active Filler Hypothesis: When a filler has been identified, rank the option of assigning it to a gap above all
other options” (Frazier and Clifton 1989: 95).

12
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limitations and other issues we have discussed above, such a principle looks well-motivated.
Judging by our everyday experience, pre-existing rules and templates that do not conflict with
each other facilitate the decision-making process and release the cognitive load. The Garden-
Path Model is essentially a model of minimizing processing load: universal rules allow the
processor to spend on parsing decisions as few cognitive resources as possible. However, there
is always a trade-off. By sticking to predefined parsing rules that are context-independent, the
parser increases its speed but has to go through the costly process of reanalysis, if the
information that comes later (semantic, thematic, etc.) disagrees with the initial parsing
decision.

Minimal Attachment was first introduced in the earliest version of the model—the
Sausage Machine—proposed in Frazier and Janet D. Fodor (1978). The authors argued that the
human parser builds structures for word strings in two steps. First, it takes substrings of roughly
six? words and assigns lexical and phrasal nodes. Then, it merges the phrasal packages into a
complete sentence structure by adding higher non-terminal nodes (ibid.:2). They hypothesized
that the parser consists of two “subparsers”: the Preliminary Phrase Packager (or the Sausage
Machine) and the Sentence Structure Supervisor. The Preliminary Phrase Packager, or PPP,
they argued, is “short-sighted” (sees only six words at a time) and is in some respects insensitive
to the rules of well-formedness. The Sentence Structure Supervisor, or SSS, on the contrary,
has a much larger span: it can keep track of long-distance dependencies and long-term structural
commitments, and survey the whole sentence structure. Frazier and Fodor claimed that the
Minimal Attachment principle was the only principle guiding the structuring of a sentence.

Frazier (1979; 1987) finalized the model by making several important adjustments.
First, she got rid of subdivisions inside the parser (PPP and SSS). Second, she added the Late
Closure strategy. This strategy states that the parser attaches the incoming words to the lowest
node (the currently processed constituent) because it has less cognitive cost. She also proposed
the Active Filler strategy, but it did not gain the same popularity as the first two principles.

Not much is known as to what exactly syntactic information is used during the first
stage. Frazier assumed that the processor constructed its initial analysis based solely on the
lexical categories of words represented in the input (most likely, on a word-by-word basis) and
then feeds this input into the syntactic parsing mechanism (Traxler 2012:148). This means that
the parser does not know what specific words are represented in the input. Given that originally

the model was developed on the data from English, it makes some sense. However, it can be

® This number is based on the evidence that human working memory is limited to about seven independent chunks
of information (Miller 1956).
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that case, number, and gender are also used at this stage. Case is a rather complicated
phenomenon, with some instances being more syntactic (like nominative and accusative) and
some being more thematic (like instrumental). To my knowledge, there are no studies so far
focusing on this very question, so for the rest of this work | will assume that the parser initially
employs only word category information. This has direct predictions that will be tested in this
work’s experiment: if only word category information is used initially, then gender-marked
relative pronoun should be first late-attached (following the Late Closure strategy) and then
reanalyzed when there is a disagreement, increasing reading time (see Chapter 3, sections 3.4
and 3.7).

Because the Garden-Path Model belongs to processing load driven models and leverages
the general cognitive architecture of the human brain, it assumes that the principles hold
universally and are independent of individual languages. As Frazier herself put it, “[a]ssuming
that the need to structure material quickly is related to restrictions on hum an immediate
memory capacity, we might expect all humans to adopt the first available constituent structure
analysis. If so, we expect the minimal attachment and late-closure strategies to be universal”
(Frazier 1987:564-565).

1.2.4. Frazier and Clifton’s Construal Hypothesis (1996)

After multiple studies showed considerable cross-linguistic variation and failure to observe the
parsing principles proposed under the Garden-Path Model, Frazier and Clifton (1996) revised
the model to account for the new data. The Construal Hypothesis claims that the universal
parsing principles only hold for the so-called primary phrases, which include the subject and
main predicate of any finite clause as well as complements and obligatory constituents of
primary phrases (Frazier and Clifton 1997:279). Frazier and Clifton also claimed that phrases
temporarily taken to be primary will be treated as if they were primary phrases. Non-primary
phrases, which include RC adjuncts, are not processed using the universal parsing principles.
The authors suggested that such RC adjuncts were underspecified phrases and could associate

to either the last theta-assigner or its projection:
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(6) a. b. NP
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of the N2 with the N 2

colonel colonel

Figure 1. Possible relative clause attachment sites (Frazier and Clifton, 1997: 281)

According to Frazier and Clifton, in cases like (6a) in Figure 1, when the relative clause is
encountered, the daughter is the last theta-role assigner, so two heads are now available for
attachment: the bigger NP headed by the daughter and the smaller NP headed by the colonel,
giving rise to ambiguity. In contrast, in (6b) in Figure 1 the last theta-role assigner is the
preposition with, so only the colonel (being the only head in the theta-role assigner domain, PP)
is available for attachment, eliminating ambiguity. They also hypothesize, that, because the
alternative Saxon genitive construction is available (colonel’s daughter), which can be
unambiguously used to attach the relative clause to the daughter, attachment to the colonel is
preferred in (6a) but does not exclude the possibility of attachment to the daughter®®.

In many Slavic languages and Russian in particular, only one possessive construction is
possible (there is no analog of Saxon’s genitive). Therefore, if the Construal Hypothesis is on
the right track, there should be massive ambiguity and no preferred attachment. Frazier and
Clifton (1997) admit they do not have an explanation for what makes the processor choose this
or that analysis: “The question of what constitutes sufficient evidence for the parser to commit
itself to a particular attachment consistent with an association is one that will take additional
research to answer” (ibid.:281). They hypothesize that a variety of semantic, pragmatic and
lexical factors influences the selection. What exactly those factors are will be explored in detail

in Chapter 2.

10 However, see Mitchell et al. (2000) for conflicting evidence from Dutch. Although both constructions are
possible in Dutch, attachment to the first noun was found to be preferred in an “ambiguous set-up” (the Norman
genitive).
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1.2.5. Constraint Satisfaction models

In 1994, MacDonald and colleagues published an article titled The Lexical Nature of Syntactic
Ambiguity Resolution that marked a milestone for interactionist accounts of syntactic parsing.
The authors argued that lexical and syntactic ambiguities, which were commonly assumed to
be resolved by different mechanisms, might actually be resolved by the same mechanism,
meaning that people build syntactic structures in mostly the same way as they determine a
word’s meaning. As the authors themselves put it, “recent types of theorizing eliminate the
strong distinction between accessing a meaning and constructing a syntactic representation,
which was central to previous accounts” (ibid.:682). They suggested that semantic and
contextual information might be deployed much earlier, during initial parsing, and that formal
syntactic algorithms might not be directly applicable in online processing. The account they
proposed was much more integrated and unified than Frazier’s Garden-Path Model. It is part of
a general class of Constraint Satisfaction accounts (MacDonald, Pearlmutter, and Seidenberg
1994; Spivey-Knowlton and Sedivy 1995; Trueswell 1996; Trueswell, Tanenhaus, and Kello
1993).

The main idea behind these accounts is that the human parser uses all information
available at the moment to construct multiple analyses and rank them accordingly. When one
analysis receives significantly more activation, parsing is easy, but when several structures
receive similar activation, processing load increases. This increase in reading times has been
observed in resolution of lexical ambiguities, where balanced ambiguous words were read faster
if the context made one of its two meanings more appropriate, and imbalanced words were read
longer if the context made their subordinate meaning more appropriate, thus making two
constraints conflict: frequency and contextual activation (Duffy, Morris, and Rayner 1988).
According to Constraint Satisfaction models, resolution of syntactic ambiguities proceeds in
the same fashion. When information available later in the sentence disagrees with the top-
ranked analysis, a disruption and rearrangement of analyses occurs, and the more activated was
the top-ranked analysis, the harder it will be for the parser. What information exactly the parser
uses has been a matter of hot debates. In general, Constraint Satisfaction accounts propose three

large groups of constraints:

e lexical (semantic and frequency information from individual lexical items)
(MacDonald et al. 1994; Trueswell and Tanenhaus 1994);

e structural (word order, frequency of specific constructions) (Hawkins 1995);
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e discourse-level (a top-down constraint on processing, forming when the word is

integrated with the rest of the utterance) (Altmann and Steedman 1988).

Several studies found that animacy (Trueswell, Tanenhaus, and Garnsey 1994; Mak, Vonk, and
Schriefers 2002) and subcategorization preferences (Trueswell, Tanenhaus, and Kello 1993)
could also guide initial preference and eliminate difficulty with processing sentences when
there is any conflict. As far as semantic plausibility unrelated to animacy goes, no clear
evidence that it eliminates difficulty with reduced clauses or affects syntactic ambiguity
resolution has been found so far (Rayner, Carlson, and Frazier 1983; McRae, Spivey-Knowlton,
and Tanenhaus 1998, among others). Schriefers, Friederici, and Kuhn (1995) conducted an
experiment on German examining both plausible and implausible subject and object relatives.
They found that implausible relatives were harder to process (meaning that plausibility played
a role in processing), but the difference in difficulty between subject and object relatives was
unaffected by whether the plausible interpretation supported the more difficult object relative
structure or not.

Another evidence comes from the effect of context on further processing. The Garden-
Path Model, assuming universal parsing principles driven by minimization of the processing
load, predicts that context should not have any influence on subsequent processing. However,
multiple experiments demonstrated that this was not the case (see Crain and Steedman 1985;
Altmann and Steedman 1988; Zagar, Pynte, and Rativeau 1997; cf. also Mitchell, Corley, and
Garnham 1992; Rayner, Garrod, and Perfetti 1992).

1.2.6. Barton and Sanford’s “Good Enough” Model (1993)

In a 1993 article, Barton and Sanford demonstrated that human mental representations during
speech comprehension were far from being ideal, coherent, and correct—an assumption that
for many years had been taken for granted in parsing research. The authors approached the issue
mostly from a semantic point of view. They carried out several experiments with sentences like
“When an airplane crashes, where should the survivors be buried?” and found that in many
cases people had not spotted an anomaly. They proposed the so-called “shallow processing”
account of speech comprehension, arguing that our mental representations were very often
underspecified and “good enough.” Sanford and Sturt (2002) elaborated on the issue even more,
digging also into pragmatics and context and demonstrating that many ambiguities (whether
scope, lexical or other) may remain unresolved (see also Frazier and Rayner 1990 for evidence

of underspecification in comprehension of nouns with multiple sense, like newspaper). There
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is less evidence for syntactic underspecification, and Sanford and Sturt (2002) provided only
one example of “shallow parsing” in computational linguistics (automatic generation of indexes

for large texts).

1.2.7. Van Gompell et al’s Unrestricted Race Model (2005)

Some experiments, however, showed results that disagreed with both interactive and modular
models. In an eye-tracking study, Van Gompell et al. (2005) found that globally ambiguous

sentences were read faster than their locally ambiguous counterparts:

(2) a. | read that the bodyguard of the governor retiring after the troubles is

very rich. (globally ambiguous)

b. | read that the governor of the province retiring after the troubles is

very rich. (high attachment)

C. | read that the province of the governor retiring after the troubles is

very rich. (low attachment)

d. | read quite recently that the governor retiring after the troubles is very

rich. (syntactically unambiguous)
(Van Gompell et al. 2005:289)

The constraint-satisfaction models predict that sentences like (2a) should be the hardest to
process because of the strongest competition: here both semantics and syntax support two
interpretations. Sentences like (2b) should rank second because in English low-attachment
preference was found (Cuetos and Mitchell 1988; Carreiras and Clifton 1999). Sentences like
(2d) should be the easiest. Surprisingly, Van Gompell et al. found that (2a) was, in fact, easier
to process than (2b) and (2c) and did not differ from (2d). Interestingly, an experiment
conducted on Russian that compared sentences like (2a) to (2d) found the opposite pattern:
syntactically ambiguous sentences with complex noun head were read significantly longer that
their unambiguous counterparts with just one noun (Anisimov, Fedorova, and Latanov 2014).
To account for this data, van Gompell and colleagues proposed the Unrestricted Race Model.
It claims that in the case of balanced syntax-semantics ambiguities like (2a), the processor
adopts one of the possible analyses roughly half the time. Given that it never has to reanalyze,
no difficulty is experienced further on. This finding is also consistent with Traxler, Pickering,

and Clifton (1998) who found that globally ambiguous sentences were read faster than
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determinately attached sentences. This is an interesting idea that can also be tested by offline
measures. If the processor indeed adopts both analyses about half the time in balanced
ambiguities, then answers to comprehension questions (“Who is retiring after the troubles?”)
must be evenly distributed. However, from multiple cross-linguistic studies we know that this
Is not the case, with early attachment dominating the research (see next chapter for detailed

discussion).

1.3 Chapter summary

This chapter provided an overview of the most influential parsing accounts proposed during
over seventy years of psycholinguistic research. As we have seen above, there is no conclusive
evidence in favor of any of those models. The main division line between them lies in what
information is used during the initial parse, whether some of it is more “privileged” over the
other, and how much interaction there is between different cognitive systems. Although there
is a lot of evidence for at least some dichotomy between syntactic and other information (the
so-called “garden-path effect” in eye-tracking and self-paced reading studies; modulated N400
when it occurs with gender violation on the same word, whereas P600 remains unaffected by
semantic violations; participants approach the asymptote (performance as in untimed tasks)
slower for plausibility violation in comparison with syntactic and subcategorization
information), other neurological evidence suggests that no region in the brain is sensitive to
only lexical or only syntactic information. Also, many experiments have demonstrated that
people used discourse information, semantics, and frequency of not only syntactic constructions
but also lexical items in particular syntactic contexts during initial parses, which disagrees with
what modular accounts predict. Given that most of those models were initially developed on
the basis of English, the evidence is even more mixed when it comes to cross-linguistic studies.
It is obvious that more research is needed to verify the main parsing accounts by findings from

morphologically rich languages.
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Chapter 2: Relative Clause Attachment

The goal of this chapter is to examine the phenomenon of relative clause attachment. It starts
with discussing why the said phenomenon has been recently receiving so much attention from
psycholinguists and what it could tell us about parsing in different languages. It examines cross-
linguistic data and discusses different explanations proposed to account for a great variance we
have observed, including the role of semantics in relative clause attachment processing. Section
2.2 provides an overview of experiments that have been conducted on the Russian data and
elaborates on their findings and limitations.

2.1. General background

Relative clause attachment ambiguity is a very interesting phenomenon, because as of today no
parsing model has managed to account for all cross-linguistic data we have. Moreover, it
represents a structure that uses comparable syntactic devices in many languages, which makes
it cross-linguistically comparable. The said phenomenon attracted the mass attention of
psycholinguists in 1988, with the publication of Cuetos and Mitchell, which provided the first
challenge to the claimed universality of the Late Closure strategy. To examine relative clause
attachment preferences, the authors conducted several offline and online experiments on
Spanish data and found out that Spanish speakers, unlike English speakers, did not prefer late

attachment but rather early attachment with comparable materials:

3) a El periodista entrevisto a la hija del coronel que tuvo el accidente.
b. The journalist interviewed the daughter of the colonel who had had the
accident.

(Cuetos and Mitchell 1988:77)

What they found exactly was three things. First, Spanish readers preferred early attachment in
ambiguous sentences in offline questionnaires. Second, in SPRT, reading times at the point of
disambiguation were much longer when the relative clause was forcefully attached to the
second noun, compared to when it was attached to the first noun or could attach to both. Third,

there was a significant reading time advantage in Spanish speakers when the relative clause was
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forced to attach to the first noun (by either pragmatics devices or gender mismatches). Carreiras
and Clifton (1993; 1999) also confirmed these findings for Spanish.

Today the literature on relative clause attachment is very ample and diverse. Interestingly,
though, only English has more or less consistently proven to have late attachment preference
(Cuetos and Mitchell 1988; Carreiras and Clifton 1999, among other). All other languages
either showed early attachment preference (Italian: Cuetos, Mitchel, and Corley 1996; German:
Konieczny et al. 1997; Dutch: Brysbaert and Mitchell 1996; French: Zagar, Pynte, and Rativeau
1997; etc.) or no real preference, with a lot of subject-to-subject variability (Carreiras and
Clifton 1993) or variability depending on other factors (such as a preposition type, presence of
a determiner, etc. which will be reviewed below). All this data contradicts the claimed
universality of the Late Closure strategy.

Frazier and Clifton’s (1996) Construal Hypothesis was an attempt to account for such
variance. It states that in sentences with non-primary relations there is no initial commitment to
any structural analysis. The relative clause is thus assumed to be “associated” to an entire theta-
domain and remains unattached until other “range of information yet to be determined”

(Carreiras and Clifton 1993: 365) comes into play:

a. Associate a relative clause to the current thematic processing domain.
b. Interpret the relative clause with any grammatically permissible material in the

associated domain using structural and semantic/pragmatic information.
(Frazier and Clifton 1996:31-32).

Multiple attempts have been made to elaborate on this topic. Gilboy et al. (1995) formulated
the so-called Referentiality Principle claiming that restrictive modifiers (such as relative
clauses) preferentially attach to those hosts that introduce discourse entities into a discourse
model with the help of a determiner. The authors tested three different types of noun phrase
complexes: substance and quantity NPs where NP2 did not introduce discourse entities,
appearing without a determiner (a sweater of wool), noun phrase complexes with different
semantic relations between the two NPs (daughter of X, assistant of X) where both nouns
introduced discourse entities and were referential, and complexes with the preposition with
restricting the theta-domain to NP2 only (a steak with a sauce). They found that different factors
affect the resolution of ambiguities: the type of a preposition (when the preposition is the last
theta-role assigner, no ambiguity should arise), referentiality (if NP2 lacks a determiner, it
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becomes a less preferable host for attachment), and semantic relations between two nouns in
the noun phrase complex.

De Vincenzi and Job (1993; 1995) found early attachment preference in Italian readers
with the preposition of but late attachment preference with the preposition with. Konieczny et
al. (1997) found differences between relative clauses and prepositional phrase modifiers:
German readers in their experiments preferred to attach the former to the first noun and the
latter to the second noun. Interestingly, though, while De Vincenzi and Job (1993; 1995) found
differences in offline preferences depending on the type of a preposition, in their self-paced
reading experiments they found that Italian readers were initially faster to read adjunct
modifiers in both conditions when they semantically modified the second noun phrase rather
than the first one.

Frazier (1990) made another attempt to explain the early attachment preference
consistently found cross-linguistically. She noticed that sentences used in the Cuetos and
Mitchell’s (1988) experiment were very long, with disambiguation occurring almost in the end,
so by this time higher-level interpretation processes had enough time to intervene. It is thus
hard, she argued, to determine whether early attachment preference really reflects initial
syntactic commitments or is driven by the second stage of processing. She formulated the
Relativized Relevance principle: “Other things being equal, e.g., all interpretations are
grammatical, informative and appropriate to discourse, preferentially construe a phrase as being
relevant to the main assertion of the sentence” (Frazier 1990:321). This principle claims that
once the initial structurally determined choice has been made, another mechanism called the
thematic processor comes into play very quickly and can trigger a full revision of the analysis
that has been made, thus disguising any effects of the Late Closure strategy. If reader’s
commitments are checked at any point after that, there will be no traces of the initial analysis.
Attachment of the new material to the more prominent host (the most salient discourse referent)
is preferred, other factors being equal. Thus, for example, in sentences where the first noun is
the direct object of the main verb, this noun is the most salient discourse referent, with the other
noun being outside of focus, and the relative clause should be attached to it. Unambiguous
sentences should still be read faster when they contain late attached modifiers rather than early
attached.

Russian is perfectly suited to examine initial attachment preferences because the relative
clause could be disambiguated already on the first word (relative pronoun) by means of
morphology. The first experiment that used this feature was Brysbaert and Mitchell (1996) who

examined early attachment preferences in Dutch. They manipulated the latency of
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disambiguation (immediate and late). Interestingly, when total reading time was analyzed, they
found only a marginally significant main effect of position of disambiguation, which did not
interact with that of attachment preference. This suggests that the nature of conflict resolution
in sentences with immediate disambiguation is more complicated than the processing of
delayed disambiguation, apparently because the preferred analysis does not manage to grow
strong enough for the disruption to be visible. Another experiment that used a similar design
was Zagar, Pynte, and Rativeau (1997) who examined relative clauses disambiguated by means
of gender-marking on the adjective in French. Although they did find a significant effect of
attachment in first-pass in one of the two conditions, with longer fixation times on the
disambiguating zone during first-pass reading when it was forcefully attached to NP2, it should
be noted that the critical region was still separated from the second noun in the complex noun

phrase by three words:

4) a. Un journaliste aborda [’avocat de la chanteuse qui semblait plus

confiante que de raison.

A journalist approached the barrister [male] of the singer [female] who

seemed more confident [feminine gender] than she ought to.

b. Un journaliste aborda I'avocat de la chanteuse qui est plus confiante

que les autres.

A journalist approached the barrister [male] of the singer [female] who
seemed more confident [masculine gender] than the others.

(Zagar, Pynte, and Rativeau 1997:424, my emphasis)
Thus, it can be argued that interpretation processes still had time to enter into play before the
disambiguating zone was reached, as Frazier (1990) noticed. It is interesting to see whether the
relative clause disambiguated already on the first word would show difference between early
attached, late attached, and ambiguous pronouns, and this would be tested in the current
experiment.
Mitchell et al. (1995) proposed an exposure-based model called the Tuning Hypothesis.
It states that preferences of the parser in dealing with ambiguities of any kind are shaped by the
person’s previous encounters with ambiguities of the same kind. It also predicts that every time
the chosen strategy by the parser turns out to be correct, it strengthens the preferred analysis for
this type of structures, and the parser would be more likely to choose this strategy again. It also

predicts close correspondence between corpus data and behavioral data. In the Spanish corpus,
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for example, early attachment accounts for 60 percent of cases, whereas in the English corpus,
for only 38 percent of cases. However, Brysbaert and Mitchell (1996) found counterevidence:
in the Dutch corpus, early attachment accounts for only 29 percent of cases, whereas Dutch
speakers have been shown to favor the early attachment strategy. Also, inconsistencies between
subjects’ responses and corpus analysis have been reported for English (Gibson, Schiitze, and
Salomon 1996).

The Predicate Proximity/Recency theory put forward by Gibson, Schiitze, and Salomon
(1996) claims that two factors compete while the parser selects a suitable host for RC

attachment:

a. The structural proximity of each NP to the head of the entire predicate phrase;

b. The relative distance between the modifier and each NP.

The first principle basically says “attach to the head of a predicate,” and the second “attach to
the most recent host.” The relative weight of these two factors seems to differ across languages,
resulting in an observed variance. It also assumes that the weight of the Predicate Proximity
factor is enough to strongly outweigh the Recency factors in the majority of languages
examined but not in English.

Constraint Satisfaction accounts in general do not focus specifically on RC ambiguity
resolution; however, MacDonald, Pearlmutter, and Seidenberg (1994:697-698) proposed one
account to capture cross-linguistic data. They suggested that attachment of the modifier to one
of the competing NPs is determined mostly by the lexical properties of these NPs. If NP1
“attracts” the modifier more than NP2, then it wins the competition, and the modifier would be
attached to NP1. The overall preference observed in a language for either early or late
attachment reflects a stronger lexical bias of most NP1 or NP2 tested in the experiments to
appear alongside the modifier. Even when the same nouns are used to examine attachment
preferences in different languages, these nouns may have different modifier-attracting
properties that could tip the scale.

Semantic disambiguation was not studied that extensively as disambiguation by
syntactic means; however, there were a couple of experiments in this area. The most relevant
study is that of Traxler et al. (1998). They conducted three eye-tracking experiments, in two of
which they manipulated semantic plausibility and syntactic agreement in the remaining one

(gender). One of their experiments tested sentences like:
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5) a The driver of the car with the moustache was pretty cool.
b. The car of the driver with the moustache was pretty cool.
C. The son of the driver with the moustache was pretty cool.

6) a The driver of the car that had the moustache was pretty cool.
b. The car of the driver that had the moustache was pretty cool.
C. The son of the driver that had the moustache was pretty cool.

(Traxler et al. 1998:563)

They found the clearest effects for the relative clause sentences in the dwell time rather than in
first-pass time, same as Carreiras and Clifton (1999). Some previous experiments (e.g., Frazier
and Rayner 1982) observed disruption due to syntactic factors (or even some other factors)
already in first-pass time or even first fixation time. Also, in Traxler et al. (1998), readers spent
less time processing the modifier when both analyses produced a plausible semantic
interpretation than when only one analysis produced a plausible semantic interpretation (even
when a preferred type of attachment resulted in a plausible interpretation). This contradicts
Constraint Satisfaction accounts which claim that increased competition between different
possible analyses slows the processor down. However, the authors mentioned a possible
confound: Readers, in fact, could have never resolved the ambiguity at all. They might have
evaluated both attachment sites, realized that establishing only one host was not possible, and
moved on to the next sentences. So as soon as it became apparent that both interpretations were
possible, processing stopped. In summary, they found that relative clause modifiers and
prepositional modifiers were treated differently, that reading times for sentences with late
attached modifiers were just as long as for sentences with early attached modifiers, despite the

fact that while answering questions readers preferred to attach modifiers to NP2.

2.2. Russian data

Surprisingly, research on relative clause attachment in Russian is very scarce and mixed. In
cross-linguistic discussions in textbooks, Russian is usually claimed to have early attachment
preference (mostly referencing Sekerina 2003). Sekerina was apparently the first one to

examine attachment preference in Russian by conducting a paper-and-pencil questionnaire
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requiring judgments about the accessibility of each of two different interpretations of a sentence
(on a scale from 0 to 3), like in the example below:

(7)  Huxonau Xopouio 3HAN  CbIHA NOJIKOBHUKA,
Nikolaj.NOM well knew son.ACC colonel.GEN
KOMOopulii noaub 8 aBmMoMoOUNbHOL
who.NOM was Killed in car
Kamacmpode.
accident

Interpretation 1: ‘Nikolaj knew well the son whose father, the colonel, was killed
in a car accident.’
Interpretation 2: ‘Nikolaj knew well the colonel’s son who was killed in a car

accident.’

The questionnaire only contained eight experimental sentences (four with a complex NP
without a preposition and four with a lexical preposition). She found a significant effect for
attachment preference and no effect of preposition (which contradicts the Construal
Hypothesis). Sekerina (2003) also conducted a second experiment reported in the same paper
using ‘“a whole-sentence reading technique”: the subjects had to read a sentence from the
computer screen and click the button when finished (with a 9-second timeout for display). Each
sentence was followed by a comprehension question. The results agreed with those obtained
from the questionnaire: early attachment preference was highly significant, with no effect of
preposition. Although she stated that reading time data was collected, she did not report it. On
the basis of these findings, Sekerina concluded that Russian, along with Spanish, Italian,
French, German, Dutch, and Japanese, was an early attachment language.

Sekerina’s (2003) experiments were pioneering and very valuable for the field,;
however, they had significant limitations. First and foremost, she had only four target items per
condition. Even with 30-40 native speakers, this might not be enough to achieve statistically
significant results. Moreover, she did not control for animacy: in the prepositionless condition,
one item had both an animate and inanimate noun, while in the lexical preposition condition,
all nouns were inanimate. In addition, they all were of a very different structure and with
complex noun phrases of very different types (e.g., an object and its material like “necklace
made of amber” or an object relative to some other object in space like “a room near the
corridor”). Such variance coupled with an insufficient number of experimental items may

compromise the results. Second, she only got offline measures. Even though she herself labeled
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the second experiment as “online,” it was not online in the current definition of the term: it was
not possible to establish first-pass reading times for individual critical areas, probability of
regressions, etc.

Anisimov, Fedorova, and Latanov (2014) conducted the first eye-tracking study
examining attachment preference in Russian. They compared globally ambiguous sentences
with relative clauses (8a) to unambiguous counterparts with only one noun (8b):

8) a. B npecce peoxo ynomunanu o nuanucmke conucmku, KOmopas 4acmo

evble3acana Ha 2acmpaoJiu.

‘The media rarely mentioned the pianist of the soloist who often went on

concert tours.’

b. Cmyoenm He2poMKO 2080pUL CO C80eU NIeMAHHUYel, KOmopas emy He

HPABULACH.
“The student was quietly talking to his niece whom he did not like.’
(Anisimov, Fedorova, and Latanov 2014:525)

Although this was an eye-tracking study, the method of presentation was not perfect: the
sentences were split into three fragments located on new lines—the format which is not
characteristic of normal reading. They found that “the reading of a fragment in clauses with
ambiguity (second strings) slows down by 17 percent, compared to the control sentences
without ambiguities” (ibid.:528), concluding that ambiguity increases processing load. They
also found that the reading time of the first noun in the complex noun phrase in target sentences
significantly exceeded the reading time of the second noun (dwell time, without excluding first-
pass). However, there was no significant difference in the reading time of the relative pronoun
when the subject attached it to the first noun and when they attached it to the second: “the time
of reading RPs at early closure (normalized per symbol) proved to be slightly less than at late
closure (respectively, 51.9 £ 1.1 against 54.4 = 1.8 ms per symbol), although such a difference
proved to be nonsignificant (t = —1.20, p <0.232)” (ibid.:527).

Chernova and Chernigovskaya (2015) examined attachment preferences with participle

constructions in self-paced reading and eye-tracking experiments:
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(8)

a. AmbA condition

Svidetel’ upomjanul
witness mentioned
videvsego

having-seen.ACC=GEN

b. LA condition

naparnika
workmate.ACC
eto  ograblenie.

this  robbery

Svidetel’ upomjanul o naparnike
Witness mentioned  about workmate.PREP
pozavcera  videvSego ograblenie.
yesterday having-seen.GEN  robbery

C. EA condition

Svidetel’ upomjanul o naparnike
witness mentioned  about workmate.PREP
pozavéera  videvsem ograblenie.
yesterday having-seen.PREP  robbery

voditelja,

pozavcera

driver.GEN yesterday

voditelja,

driver.GEN

voditelja,

driver.GEN

(Chernova and Chernigovskaya 2015:130)

They got quite interesting results in both experiments. For SPRT, they reported “surprisingly

many mistakes with the experimental sentences” and that “participants very often ignored the

case morphology on the participle” (ibid.:131). They did not report the exact accuracy rate for

experimental sentences, however, although this is a very important indicator: if the accuracy

rate for some condition is at a chance level or even lower, it may compromise online measures,

since the participants most likely did not manage to understand the sentence at all (or, in this

case, they interpreted all sentences in the same way, thus doing the same amount of processing).

1 The paper uses the terms “low attachment” (LA) and “high attachment” (HA). For the sake of consistency, they

were changed to “late attachment” (LA) and “early attachment” (EA) in this work.
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For ambiguous sentences, they stated that in 67.3 percent of cases they were interpreted as EA
and concluded that “participants interpreted about two thirds of target sentences as EA paying
little attention to case morphology” (ibid.:130). Interestingly, though, online measures showed
a different picture: reaction times in the participle region were much shorter for LA rather than
EA condition. All other measures turned out to be insignificant, and reading times for EA and
AmbA sentences virtually coincided in all interest regions. They also reported that AmbA
sentences interpreted as LA were read faster than those interpreted as EA.

For the eye-tracking experiment, they reported longer first-pass reading times (that are
usually assumed to reflect initial syntactic commitments) in the participle area in EA compared
to LA (p = 0.042). They did not find any difference in total dwell time on participle across all
conditions. During regressions to competing NPs, NP1 was reread twice more often than NP2.
Here they also reported an extremely low accuracy rate for the LA condition (38.6 percent),
which actually suggests that participants did not understand the sentences. This may also
explain why no difference in dwell time was found: if, assuming that the preferred attachment
is EA, the participant did not make any extra cognitive work to attach the relative clause to
NP2, there should be no difference between EA and LA in this respect. Unfortunately, they did
not report dwell time for the whole relative clause, which might have been insightful. If the
condition with such an accuracy rate is acceptable at all, the results of their experiment showed
no early attachment preference during initial syntactic analysis. They concluded that the results
agreed with the Late Closure principle. However, if that is the case, it leaves an open question:
why early attached participles had longer first-pass than late attached participles but not
ambiguous ones? If the Late Closure is correct, then ambiguous participles should have been
equally easily late attached. However, they did not find the above mentioned difference.

Overall, we can argue that to date no conclusive results on attachment preference in
Russian have been obtained. All experiments had their own limitations, such as structural
variety, insufficient number of experimental items, extremely low accuracy rate, unnatural
mode of presentation, or too few measures provided. Early attachment preference in Russian is
mostly determined on the basis of offline data (answers to questions about who did what) or of
the number of rereadings of the first noun in the noun phrase complex. It is clear that more
experiments are needed, which would investigate not only regressions to the noun phrase

complex, but also first-pass and dwell time on critical regions.
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2.3. Chapter summary

As we have seen, current models fail to fully account for the variance observed in cross-
linguistic experiments on relative clause attachment. In the majority of languages examined,
either early attachment preference was found or no consistent attachment patterns. The main
hypotheses proposed to account for the variance are the Construal Hypothesis, the Tuning
Hypothesis, the Relativized Relevance principle, the Predicate Proximity/Recency theory, and
the Referentiality principle. Attachment preferences have been also shown to depend on the
existence of alternative possessive constructions (e.g., Saxon’s genitive in English), type of
preposition, presence of a determiner, and semantic relations between nouns in the noun phrase
complex.

As far as Russian is concerned, the evidence is mixed. Sekerina (2003) found a strong
early attachment preference in question responses with no effect of a preposition, which
contradicts the Construal Hypothesis. Anisimov, Fedorova, and Latanov (2014) also found
early attachment preference in question responses and regressions to competing NPs. They also
found that ambiguity increased cognitive load (although just in late measures), which is
consistent with Constraint Satisfaction accounts. Chernova and Chernigovskaya (2015) found
late attachment preference in first-pass on case-marked participles but early attachment
preference in question answers and regressions to NPs (however, their accuracy rate for
sentences with late attached clauses was unacceptably low), confirming the predictions of the

Relativized Relevance principle.

30



VERANIKA PUHACHEUSKAYA / THE ROLE OF SYNTACTIC AND SEMANTIC CONSTRAINTS IN RELATIVE CLAUSE
ATTACHMENT PROCESSING IN RUSSIAN

Chapter 3: An Experimental Study

The goal of this chapter is to present the experiment conducted for this study. The chapter
provides a detailed description of research questions, the methodology (together with the
description of the eye-tracking method in general and its most commonly used measures),
subjects, materials and design. It also presents the results of the two conducted pre-tests
(frequency and plausibility norming), elaborates on the differences from the previous studies,
and discusses the general predictions for the experiment. It ends with presenting the results

(both offline and online measures) and a general discussion.

3.1. Research questions

The experiment conducted for this study was designed to answer the following questions:

Q1: Do Russian speakers show a preferred relative clause attachment? If yes, how exactly it is
reflected (in early online measures, late online measures, or offline measures)?

Q2: In what fashion and how fast does syntactic and semantic information affect the processing
of adjunct modifiers? How different will be syntactically disambiguated sentences from
ambiguous sentences, and semantically disambiguated sentences from ambiguous sentences?

Q3: Does syntactic ambiguity itself have processing cost?

3.2. Method

The method chosen for this study was eye-tracking. Eye movements have proven to be
extremely informative with respect to moment-to-moment comprehension processes. This
informative value, however, rests on two core assumptions explicitly formulated by Just and
Carpenter in their early work proposing a model of reading comprehension (1980). The first
one is the so-called “eye-mind assumption.” It claims that there is no appreciable delay between
what is being fixated and what is being processed. In other words, there is supposed to be a 1:1
mapping between “the eye” and “the mind”: the reader fixates on a word as long as they process

it and leaves it right after. This assumption is usually taken for granted by researchers
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performing eye-tracking®2. The second assumption is the immediacy principle, which is also
usually taken for granted and without an explicit formulation. For Just and Carpenter, it means
that each word is interpreted right upon encountering, even in the conditions of partial
information when guesses may later turn out to be wrong (ibid.:330). To put it differently, the
parser adds the incoming words to a tree as soon as possible!? in order not to accumulate
pending elements in the working memory, which would increase cognitive load. In the notion
of “interpreting” they included encoding the word, choosing its meaning from the mental
dictionary, assigning it to its referent, and integrating the word in the discourse. Now, after
accepting that the word is interpreted immediately upon encountering and that eyes fixate on
the word as long as it is being processed, the next logical step is to argue that gaze duration on
a word is a function of the processing load on the brain. Frazier (1999) distinguished between
a weak immediacy principle (“Some interpretation takes place immediately”) and a strong
immediacy principle (“All interpretations takes place as soon as logically possible, that is, as
soon as a possible choice point is encountered”) and argued that the latter is incorrect (ibid.:35).

Indeed, if, assuming the above principles, one word is fixated longer than another, it
means that it requires more cognitive processing (during one or several stages of interpretation).
This explains why eye movements are so valuable when assessing linguistic complexity and
modelling theories of written language comprehension.

In comparison to word-by-word SPRT in which measured response latencies may be
affected by the very pattern of segmentation, eye-tracking experiments investigate a reading
process that is as natural as possible. Moreover, the available methods of recording eye
movements do not hinder participants’ reading rate. The main artificial component is a fixed
positioning of the head, although advanced hardware nowadays can remove even this limitation
(Traxler and Gernsbacher 2011:613), and (very often) a sentence-by-sentence means of
presentation.

Although readers have a subjective experience of a continuous pass over text, eyes do
not glide in smooth lines but rather move in a rapid series of jumps (saccades), remaining still'*
in-between (fixations). Meaningful information from the text is only extracted during fixations;

the visual system does not register any information picked up by the retina during saccades. On

12 But see Reichle and Reingold (2013) for interesting findings about a significant amount of parafoveal processing
unavoidable during reading.

13 For more research confirming the incrementality of the parser, see Tanenhaus et. al (1995), Kamide, Altmann,
and Haywood (2003), among others.

14 Technically speaking, even during fixations eyes are not perfectly still but constantly perform miniature
movements, such as microsaccades and ocular drifts, controlled by the same mechanisms that generate large
saccades (Krauzlis, Goffart, and Hafed 2017).
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the average, fixations last around 200-250 ms, with minimum and maximum being 50-100 ms
and 500 ms, respectively (Gaskell 2007:327). Saccades are divided into backward (known as
regressions) and forward, typically last around 20-40 ms, and span the distance of about 7-9
letter spaces; however, this can vary from one to twenty characters. The percentage of
regressions correlate with reading skills: in skilled readers, forward saccades constitute 90
percent of all saccades, and eyes move backwards either to resolve some comprehension
difficulty or to correct an error in programming forward saccades (ibid.).

In comparison to listening, reading (in natural circumstances) has one very crucial
advantage. Readers themselves control the rate of input—that is, they are free to make pauses,
reread those parts of a text that are unclear to them, or skip particular words (Just and Carpenter
1980:329). These actions give us valuable information about the level of complexity of the
material and the amount of processing load. The duration of both regressions and fixations, in
comparison to their size, strongly reflects cognitive processes and correlates with text difficulty:
when reading complicated texts, readers tend to make longer fixations and shorter saccades
(Traxler and Gernsbacher 2011:615). Not all words are fixated. Short words, extremely frequent
words, and words highly predictable from the context tend to be skipped more often; function
words (e.g., determiners and prepositions) are skipped more than half of the time (Gaskell
2007:328). Almost all content words are fixated'®. Importantly, though, just because some
words are skipped does not mean that they are not processed. Fisher and Shebilske (1985)
conducted an experiment where they removed the frequently skipped words from the text and
found that comprehension dropped dramatically. This suggests that people do process words
they do not fixate, most likely through parafoveal preview.

As we have seen above, temporal measures are much more informative than spatial
when investigating cognitive processes; that is why the majority of commonly used measures
are temporal. The most common are as follows:

First fixation duration: the duration of the first fixation in a particular region. It is the earliest
measure where we can expect to see some effect of a manipulation, because it corresponds to
the first time the reader lands on a region. Longer first fixation duration in one condition relative
to another usually suggests that the difficulty was immediate. For example, infrequent words
cause longer first fixation durations compared to more frequent words of the same length,

because the latter have a high base level of activation and consequently require less additional

15 Rayner et al. (2016) investigated speed-reading and found that, while speed readers made more skips, there was
a trade-off between speed and accuracy, and that it was unlikely that readers could double their speed while still
being able to understand it.
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activation to retrieve them (Just and Carpenter 1980:338). Longer first fixation durations can
also be registered when a word disambiguates a sentence toward a dispreferred syntactic
analysis (Rayner, Carlson, and Frazier 1983).

Gaze duration: the sum of the durations of all fixations on a word before leaving the word.
First-pass duration: time spent on a region from first entering the region before moving on or
looking back. This is a very useful measure for examining early processing: longer first-pass
reading time in one condition relative to another usually suggests that the difficulty with this
region was immediate.

Regression path duration (also known as cumulative region reading time): time spent on a
region from first entering the region to first moving the eyes beyond that region to the right,
including time spent rereading previous parts of the sentence.

Second-pass duration: the sum of the durations of re-fixations on a region, following the first
pass time.

Probability of a regression: the percentage of regressive eye-movements out of a region. This
is also called a probability of a first pass regression, because such a regression usually
terminates first-pass duration and signals some processing difficulty. However, compared to
regression path duration, this measure may not always be informative, because time spent on
rereading an earlier portion of text is not taken into account. The reader may regress the same
number of times in different conditions but spend longer time rereading an earlier portion of
text (Liversedge, Paterson, and Pickering 1998:59).

Total dwell time: the sum of the durations of all fixations on a region including rereadings.
Unlike with first-pass duration, longer total dwell time in one condition relative to another

usually suggests that the effect of some linguistic manipulation on processing is relatively late.

3.3. Subjects

Thirty-three Russian native speakers (21 females, mean age 24.5, median age 23, range 18-36
years, SD = 5.3) took part in the experiment on a voluntary basis. Distribution by country: 12
from Russia, 10 from Ukraine, 7 from Belarus, 2 from Uzbekistan, 1 from Azerbaijan, and 1
from Kazakhstan. All participants reported that they were born to Russian-speaking parents and
acquired Russian as their first language. The data from three participants had to be excluded
because of very poor calibration and from another two because of very low overall accuracy (<

65 percent). In the end 28 people were analyzed (19 females, mean age 24.5, median age 23,
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range 18-36 years, SD = 5.3). All participants had normal or corrected vision. All participants
were naive with respect to the purpose of the study. Each participant gave a written consent to
the participation in the experiment. The experiment was conducted in the eye-tracking lab of

the Institute of English Studies of the University of Wroctaw.

3.4. Materials and design

Stimuli. The current experiment consisted of 75 experimental items and 85 fillers. All

experimental sentences had the following structure:
Schematic: NP1 — Verb — NP2 — NP3 — Relative Pronoun — Verb — NP4

Detailed: NP1 (proper name) — Verb (transitive, perfective) — NP2 (human, animate,
accusative) — NP2 (human, animate, genitive) — Relative Pronoun — Verb (transitive,

perfective) — NP4 (accusative)

Fillers were of varied syntactic structure but all contained a relative pronoun to hide the purpose
of the experiment. All experimental sentences, including fillers, were followed by a question
that forced the participant to choose between two nouns mentioned in the sentence. Correct
answers to questions were pseudorandomized (the correct answer could appear on both the right
and the left side equally frequently). Apart from that, two different test versions with “mirrored”
location of answers were created, with all the subjects randomly assigned to one of the two test
versions.

Experimental conditions were as follows:
e Syntactic Early Attachment (SynEA)
e Syntactic Late Attachment (SynLA)
e Ambiguous Attachment (AmbA)
e Semantic Early Attachment (SemEA)
e Semantic Late Attachment (SemLA)

In the Syntactic conditions, nouns were of different gender and the relative clause was
unambiguously attached to one of them by gender-marking on the relative pronoun. The gender

of the noun to which the relative clause attached was always male, in order to eliminate any
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effects of markedness present in feminine nouns. The relative pronoun immediately followed
the noun phrase complex, eliminating the problem with higher-level processes intervention
raised by Frazier (1990). It is thus most likely that the first-pass time on the relative pronoun
would reflect initial syntactic commitments, since no higher-level interpretation process would

have time to kick in.

9 a Censt  OKIUKHYI YueHuKka CKpUNauku,  KOMOopblil
Senia called student.M  violinistF  who.M
VPOHUL HOm®bL. (Early Attachment)
dropped.M notes

‘Senia called the student of the violinist who dropped his notes.’

b. IOpa nooossan CUoenKy neHcuoHepa, Komopbwlii
Jura called sitter.F pensioner.M who.M
nponycmun — 3a8mpak. (Late Attachment)

missed.M breakfast
‘Jura called the sitter of the pensioner who missed his breakfast.’

In the Semantic conditions, nouns were of the same gender but the relative clause was
semantically biased on the verb towards one of them. Given that the two nouns in the noun
phrase complex were always animate because there was no possibility to counterbalance for
animacy in Russian (inanimate nouns always precede animate nouns in noun phrase
complexes), semantic plausibility was a less reliable disambiguator than in Traxler, Pickering,
and Clifton (1998), where drivers having moustaches were compared to cars having
moustaches. The verb was chosen in such a way that it was strongly associated with one of the
two nouns (such as “prescribed” and “doctor”, or “delivered” and “courier”). This should
provide a good constraint, if Constraint Satisfaction models are on the right track, because they
emphasize the importance of lexical association (MacDonald, Pearlmutter, and Seidenberg

1994.:697-698). Theoretically, it may be possible to see some early effect already on the verb.
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(10) a. Bepa szaxymana  pebénka coceoa, Komopulil
Vera wrapped child.M neighbor.M who.M
6LINJIIOHYL  COCK). (Early Attachment)

spit-out.M  pacifier

“Vera wrapped the child of the neighbor who spit out the pacifier.’

b. Buxa evizeana omyuuma WKOJIbHUKA, KOMOPbLUL
Vika invited stepfather.M pupil.M who.M
npozynsn VPOKU. (Late Attachment)
skipped.M lessons

‘Vika invited the stepfather of the pupil who skipped school.’

The Ambiguous condition served as a control for the above two groups. In this condition, the
relative clause was semantically unbiased and syntactically ambiguous. In the statistical
analysis, syntactically disambiguated sentences (early and late attached) would be compared to
ambiguous sentences, and semantically disambiguated sentences would also be compared to
ambiguous sentences. This would keep the disambiguation point constant (relative pronoun in
the first group and verb in the second). AmbA should also reveal participants’ true attachment
preferences that persist in the absence of any constraints (judging by their question answers).

For a full list of experimental sentences and fillers, see Appendix 1.

(11) Kams ysuoena accucmenma Jlekmopa, KOMOpblll
Katia saw assistant.M lecturerM  who.M
06poHUNL KA04U

dropped.M  keys

‘Katia saw the assistant of the lecturer who dropped the keys.’
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Thus, two target groups were identified:

Table 2. Groups of experimental sentences

Group Conditions | Translated example sentences (* point of | Attachment
in the group | disambiguation)
Syntactic SynEA Senia called the student of the violinist who* dropped the | Early
disambiguation notes.
SynLA Jura called the sitter of the pensioner who* missed breakfast. | Late
AmbA Katia saw the assistant of the lecturer who dropped the keys. | Ambiguous
Semantic SemEA Vera wrapped the child of the neighbor who spit-out* | Early
disambiguation pacifier.
SemLA Vika invited the stepfather of the pupil who skipped* | Late
lessons.
AmbA Katia saw the assistant of the lecturer who dropped the keys. | Ambiguous

All verbs in the relative clauses consisted of 2-3 syllables (6-9 characters) and nouns of 1-3
syllables (4-7 characters).

3.5. Pre-Tests

3.5.1. Frequency

As shown by Just and Carpenter (1980), the frequency of words affects their first fixation
duration: eyes stay longer on less frequent words because they need more activation to be
retrieved from the mental dictionary. This experiment manipulated both gender on the relative
pronoun and semantic bias on the verb. Since relative pronouns were always the same, there
was no need to check their frequency, unlike the frequency of verbs. To balance them,
frequency per million words in the Russian National Corpus was used, taken from
Lyashevskaya and Sharov (2009). All frequencies are provided in Appendix 2. One-way
ANOVA was highly insignificant: F(4, 70) = 0.652, p = 0.617, which means that if longer
reading times on the verbs are found, they could not be attributed to unbalanced frequency and
reflect other processes.
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Figure 2-3. One-way ANOVA for verb frequencies

3.5.2. Plausibility norming

AmbA condition was constructed to discover participants’ preferences in the absence of any
constraints. Thus, to guarantee that in AmbA sentences the relative clause could be plausibly
attached to both nouns, a plausibility norming study was carried out. Two separate online
questionnaires with 15 sentences were created, which contained a combination of the noun
phrase (either NP1 or NP2, distributed 50/50 between two questionnaires) and a relative clause
from the AmbA condition. The order of sentences was randomized. One hundred and two native
speakers (51 per each questionnaire) who did not take part in the main study assigned them a

plausibility score from 1 to 7 (7 = most plausible):

e Questionnaire 1: Accucmenm o6ponun kmouu (“The assistant dropped the keys™)
(see (11))

e Questionnaire 2: Jlexkmop obponun kurouu (“The lecturer dropped the keys™) (see

(11))

No significant differences were found (according to the Welch’s two-sample t-test): F = 0.878,
p = 0.3742, (the mean of group “NP1” = 5.59; the mean of group “NP2” = 5.84) (the norming
data is presented in Appendix 3).
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Figures 4-5. Welch’s two-sample t-test comparing plausibility of sentences with relative clauses attached to
either NP1 or NP2

3.6. Differences from the previous studies

The experiment contained several important modifications that made it different from those
already conducted on the Russian data.

First and foremost, neither of the experiments on the Russian data manipulated semantic
plausibility. Sekerina (2003) manipulated the prepositions in the complex noun phrases;
Chernova and Chernigovskaya (2015) manipulated the case on the participles; and Anisimov,
Fedorova, and Latanov (2014) only compared sentences with two animate nouns to
unambiguous sentences with one inanimate noun.

Second, all verbs, most importantly all verbs in the relative clauses, were telic (in the
past perfective form). Many studies either do not report whether verbs were of the same aspect
or it is clear from the examples that they were not.

Third, all experimental sentences were of a strict uniform structure.

Also, in comparison to most cross-linguistic experiments on relative clause attachment as well
as other types of syntactic ambiguities, semantics here was a less reliable disambiguator. In
examples like “evidence examined” (see Rayner, Carlson, and Frazier, 1983), the garden-
pathing analysis does not really belong to our world knowledge: evidence simply cannot
examine anything. In the Semantic condition in this experiment, the alternative analysis in some

cases was more or less plausible:
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(12) a Vitia complimented the cook of the captain who cooked a broth.
b. Zhora shocked the neighbor of the poacher who shot a deer.

In (12a), although it makes more sense if the cook was the one who cooked a broth, nothing
prevented the captain to do it. In (12b), the neighbor could have well been the one who shot a
deer, although the poacher fits the description better. Thus, it is interesting to see how fast the
participant would interpret both types of sentences and how the answers to questions will be
distributed.

The experiment was also as close to the natural reading process as possible: unlike many
previous experiments on attachment that segmented the sentences into several strings, which
by itself may have produced disruption, the sentences were displayed in full and the participants

did not have any time restrictions.

3.7. General predictions

All experimental items were divided into 6 interest areas: the beginning of the sentence (1),
NP1 (IA 2), NP2 (IA 3), relative pronoun (1A 4), verb (IA 5), and final noun (IA 6). The
beginning of the sentence was not analyzed; all other areas consisted of one word. In general,
two critical regions were distinguished as the most important: 1A 4 and IA 5 (marked by an

asterisk).

Table 3. Interest areas

Condition/IA 1 2 3 4* 5* 6
Syntactic Cens noso3Ban | y4eHHKa CKpHIIAYKU KOTOpBIM | YpOHUI HOTBI
Senia called student.M violinist.F who.M dropped.M notes
Semantic Bepa 3akyrana peOénka cocena KOTOPBIM | BBILIIOHYJ COCKY
Vera wrapped child.M neighbor.M who.M spit out.M pacifier
Ambiguous Kars yBunena aCCUCTEHTa JIEKTOpa KOTOPBII 00pOHMI KIIFOYH
Katia saw assistant.M lecturer.M who.M dropped.M keys

Models differs as for their predictions of processing difficulty for different groups of items.

3.7.1. Group 1: Syntactic Disambiguation

The Garden-Path Model predicts that readers, following the Late Closure strategy, would
always initially attempt to attach the modifier to NP2 (during the first stage of parsing), then
the thematic processor during the second stage should evaluate this analysis for correctness.

Reading times should be faster if the parser’s initial analysis produces a plausible interpretation
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and longer when it does not. Thus, this area in SynEA should demonstrate longer first-pass time
because the initial analysis of the parser produces an incorrect result. According to this model,
the parser is initially guided strictly by word categories, so, when it reaches the relative pronoun

in SynEA, it first attaches it to the second noun in the noun phrase complex:

NP1

N1
yyeHuka NP2

student.M
N2

ckpunayku RC

violinist.F
RP

Figure 6. Predictions of the Garden-Path Model

When the parser detects an error and has to do a reanalysis, first-pass reading times and
regressions increase (Rayner et. al. 1983; Mitchell and Holmes 1985; Ferreira and Clifton 1986;
Trueswell et al. 1993; 1994; Tanenhaus et al. 1995; Clifton et al. 2003). In all other conditions
this would not happen: SynLA agrees with the Late Closure strategy, whereas AmbA is
ambiguous on the relative pronoun and thus the RP should be attached to NP2 without extra
difficulties. Being modular, the Garden-Path Model assumes that the parser always utilizes at
least three strategies (Minimal Attachment, Late Closure, and Active Filler) and constructs only
one analysis at a time. It is clear that this model predicts no increase in reading time for
ambiguous parts of the sentence—it is only the reanalysis that is costly and causes regressions
and longer reading times.

We may thus observe:
1) longer reading time in SynEA on IA 4 than in SynLA and AmbA,
2) more regressions in SynEA on IA 4 than in SynLA and AmbA.

Although for IA 5 the Garden-Path Model does not give clear prediction, since the
disambiguation point occurred (or did not occur) earlier, it is reasonable to assume that we may
see the same effects on the verb as on the relative pronoun. For example, Traxler, Pickering,
and Clifton (1998) found the sharpest effect in regressions from the area immediately following

the critical (disambiguating) region. We may thus observe:

1) longer reading times and more regressions on IA 5 in SynEA than in SynLA and AmbA.
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Since the model predicts that in AmbA participants should attach the modifier to NP2, this
should also be reflected in their answers to questions.

Constraint Satisfaction models predict that online processing will reflect offline preferences.
Given the previous experiments conducted on Russian (Sekerina’s questionnaires (2003) and
answers to sentences with ambiguous modifiers in Anisimov, Fedorova, and Latanov 2014 and
Chernova and Chernigovskaya 2015) it is reasonable to assume that Russian speakers exhibit
early attachment preference for adjunct modifiers, which most likely reflects the higher
frequency of early attachment constructions in Russian. Constraint Satisfaction models assume
a ranked parallel analysis of parsing (constructing multiple analyses and ranking them
according to the strength of various clues). They claim that if different analyses get similar
amount of activation, the processing is slowed down. Because in SynLA their preferred analysis
competes with the actual attachment, the processing should be more difficult. In AmbA, nothing
indicates where the relative pronoun must be attached. Thus, pronouns in AmbA should be
harder to process than syntactically disambiguated pronouns in SynEA and SynLA. Thus, the

following should be observed:
1) longer reading time and more regressions in SynLA than in SynEA on IA 4;
2) longer reading time and more regressions in AmbA than in SynLA and SynEA on 1A 4.

For 1A 5, these accounts again predict longer reading times for SynLA than for SynEA. They
predict even harder processing in AmbA since all possible analyses received even more
activation. We should thus see the same effect for 1A 5 as for 1A 4 but greater in size.

The Construal Hypothesis treats relative clauses as non-primary phrases and thus assumes
that they are not processed using the universal parsing principles. Both noun phrases here lie
within the active theta domain while the adjunct modifier is processed, which means that both
sites should be evaluated as hosts for the modifier simultaneously while the modifier is being
processed. The parser’s actions should be as follows: access the current word category, identify
that it does not belong to the subject and main predicate of any finite clause as well as
complements and obligatory constituents of primary phrases, and then (in case of a relative
pronoun) associate it to either the entire theta domain, evaluating both hosts on the way. For
AmbA, the Construal Hypothesis does not give any clear predictions on how the final
attachment should be chosen since no structural factors that could affect it have been used, such
as determiners (which make the noun more discourse-prominent and thus a more preferred host

for attachment) and pronouns (which may restrict theta-domain). Russian also does not have
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Saxon’s genitive which is claimed to play a role in RC attachment resolution. Thus, this model
Is mute as to what attachment the participants will choose in AmbA. When the relative pronoun
is unambiguous, there should be no difference between SynLA and SynEA, since both
attachment sites are evaluated simultaneously and syntax clearly dictates the host. We should

thus see:
1) no difference between SynEA and SynLA on IA 4 and IA 5.

The Relativized Relevance principle formulated by Frazier (1990) claims that early
attachment is determined by rather late processes, disguising the results of the Late Closure
strategy. Thus, at some point in the RC in AmbA the thematic processor must come into play
and reverse participants’ preferences from late attachment to early attachment, resulting in the
same pattern in question answers. As far as disambiguated items are concerned, this principle
does not predict any differences between them. It also does not say anything about the
processing cost of ambiguity, so whether AmbA would be any different from the rest is unclear.
The Unrestricted Race model (and to some extent the Underspecification model) predicts
lower processing load in AmbA than in both SynEA and SynLA, claiming that in such cases
all our interpretations are correct and the parser does not have to reanalyze. It does not predict
any differences between SynLA and SynEA, because they are disambiguated immediately and

the parser should make no mistakes.

3.7.2. Group 2: Semantic Disambiguation

Since the relative pronoun is ambiguous in all conditions in this group (AmbA, SemEA,
SemLA), all models predict no difference in processing of 1A 4.

The Garden-Path Model predicts that on 1A 5 there should be visible difficulty in SemEA: it
should first be added to the same late attached branch (because the processor is only guided by
word categories in the first step) and then reanalyzed at stage 2, when the processor detects a
disagreement between the initially chosen attachment and the most plausible attachment. We

may thus observe:
1) longer reading times on IA 5 in SemEA in comparison to SemLA and AmbA.

The Relativized Relevance principle gives mixed predictions. It is hard to say for sure when
the thematic processor responsible for early attachment should kick in. In this experiment, there

is one ambiguous word between the last noun in the complex noun phrase and the semantically
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biased verb. In theory, the thematic processor might be able to start its operation. We should

thus observe:
1) longer reading times in SemLA than in SemEA.

If the processor did not kick in, however, the opposite should be true (because the parser is

assumed to initially followed the Late Closure strategy):
1) longer reading times in SemEA than in SemLA.

Again, it is unclear whether AmbA would be any different from the rest, apart from the fact
that the principle predicts clear early attachment preference in offline measures (question
answers).

Constraint Satisfaction accounts predict fierce competition on the relative pronoun in all
conditions. If reading time reflects offline preferences, then early attachment should be finally
ranked the highest. Then, when the verb is reached, we should see a reranking in SemLA, when
semantics begins to support another analysis, resulting in longer reading times. AmbA should
still be the most difficult, since multiple analyses continue to receive equal amount of support.

We should thus observe:

1) longer reading times and more regressions in SemLA than in SemEA,;

2) longer reading times and more regressions in AmbA than in SemLA and SemEA.

However, as noticed by Traxler, Bybee, and Pickering (1997), when disambiguation is carried
out by grammatical means, the reader’s response can be very quick, whereas when the sentence
is disambiguated by inferencing or semantic interpretation, the response can be much slower.
The eyes may move to the next region and only then come back to the critical region or even
earlier regions, which will result in disruption in late measures (second-pass, dwell time, total
number of regressions) than in first-pass effects. We may thus expect less clear difference
between early attachment and late attachment in the Semantic condition, with longer reading
times in general and more regressions.

Also, different models give different predictions for regressions to competing NPs (for both

groups, Syntactic Disambiguation and Semantic Disambiguation).
e IA2(NP1)and IA 3 (NP2)

For disambiguated sentences, we may assume two different scenarios:
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1) the participants would regress more to that NP that agrees with the actual relative clause

attachment;

2) the participants would regress more to that NP attachment to which they naturally prefer,
making more regressions in general in those sentences where there is a disagreement

between the actual attachment and their preferred attachment.
In AmbA sentences, we may expect:
1) more frequent regressions to NP2 (the Garden-Path Model);
2) more frequent regressions to NP1 (the Relativized Relevance principle);

3) more frequent regressions to NP1 or equally frequent regressions to both NPs (the

Constraint Satisfaction models);
4) equally frequent regressions with no preference (The Unrestricted Race model)

Accuracy should also vary according to the preferred attachment (with less preferred analysis
being more error prone).

Summary of the predictions is provided overleaf.
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Table 4. Predictions by different parsing models

more regressions in SynEA
than in SynLA and AmbA;

2) no difference between
SynLA and AmbA,;

3) late attachment preference
for AmbA reflected in
questions answers and more
regressions to NP2,

regressions in SemLA than in
SemEA;

2) longer reading time and more
regressions in AmbA than in
both SemLA and SemEA.

Group 1 (Syntactic disambiguation)
I1A/Model Garden-Path Model Constraint Satisfaction Relativized Relevance
models principle
IA 4 (RP) and | 1) longer reading time and | 1) longer reading time and more | 1) no difference between
IA 5 (Verb) more regressions in SynEA | regressions in SynLA than in | SynLA and SynEA;
than in SynLA and AmbA; SYnEA,;
2) early attachment
2) no difference between | 2) longer reading time and more | preference for AmbA
SynLA and AmbA; regressions in AmbA than in | reflected in questions answers
both SynLA and SynEA; and more regressions to NP1.
3) late attachment preference
for AmbA reflected in | 3) more regressions to NP1 in
questions answers and more | SynLA and SynEA;
regressions to NP2,
4) more regressions to NP1 (or
to both NPs) in AmbA.
Group 2 (Semantic disambiguation)
IA 4 (RP) 1) no difference 1) no difference 1) no difference
IA 5 (Verb) 1) longer reading time and | 1) longer reading time and more | 1) longer reading time and

more regressions in SemLA
than in SemEA if the thematic
processor managed to start its
operation, or longer reading
time and more regressions in
SemEA than in SemLA if it
did not;

2) early attachment
preference for AmbA
reflected in questions answers
and more regressions to NP1.

3.8. Apparatus

The experiment was conducted on an SR Research EyeLink 1000 Plus, with a sampling rate of

2000 Hz. Viewing was binocular but only one dominant eye (determined by a simple test with

a kaleidoscope) was tracked. Experimental items were displayed on a 24-inch BengXL monitor

in a single line in black monospaced font on a white background. Participants were seated 61

cm from the screen, their head was immobilized by means of a head and a chin rest to minimize

head movements. At this distance, 3.7 characters subtended 1 degree of visual angle. The

resolution of the eyetracker was < 0.01° RMS.
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3.9. Procedure

All participants were instructed to silently read the sentences and to respond to comprehension
questions after every sentence. The experiment started with the nine-point calibration procedure
followed by a training session consisting of 8 sentences. The acceptable calibration error was
less than 0.5 degrees of visual angle. The main experiment consisted of four blocks with 40
sentences per block, presented in an individually pseudorandomized order. The calibration
procedure was repeated before each block. Every sentence was preceded by a drift correction,
after which a fixation point (a gray square) appeared at the location of the first letter of the
sentence. Once the participant made a stable fixation on this point (or 2,000 ms after the fixation
point appeared), the sentence was displayed. After reading the sentence, the participant had to
press a button, and a question appeared on the screen. The participant had to choose between
two sentence interpretations. Choosing an answer triggered the next sentence to appear. No
time limit was imposed in order to make the reading process as natural as possible and not to
stress the participants.

3.10. Results

The statistical analysis was done using the SPSS software.

Offline measures
Accuracy
Below is the accuracy rate for all conditions, excluding AmbA, where no correct answer was

assumed and which will be reviewed separately.

48



VERANIKA PUHACHEUSKAYA / THE ROLE OF SYNTACTIC AND SEMANTIC CONSTRAINTS IN RELATIVE CLAUSE
ATTACHMENT PROCESSING IN RUSSIAN

Table 5. Accuracy rate

Condition Mean accuracy, percent SD
Syntactic Early Attachment (SynEA) 99.0 2.4
Syntactic Late Attachment (SynLA) 96.3 5.9
Semantic Early Attachment (SemEA) 97.4 4.5
Semantic Late Attachment (SemLA) 92.4 8.3
Fillers 95,416 4.3
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Figure 7. Accuracy rate

The two-way rANOVA (Constraint (Syntactic, Semantic) x Attachment (Early, Late))
showed main effects of both Constraint (F(1, 27) = 5.857, p = 0.023, ? = 0.178) and
Attachment (F(1, 27) = 11.547, p = 0.002, 2 = 0.300), with no interaction (F(1, 27) = 1.916,
p = 0.178, n? = 0.066). As expected, the highest accuracy was obtained in SynEA: only 4
participants made one mistake each, the rest had 100 percent correct answers. Also predictably,
although still interestingly, second best was SemEA and not SynLA.

SemLA showed the lowest accuracy apparently because initial syntactic commitments
in many cases were too strong to be overridden just by semantics, even though the participants

did not have any time restrictions and could read both the sentence and the question for as long

16 The accuracy rate for fillers was affected by several items of the following type:

B xity0e crostiin aBTOMaTHI M OWIIBSIPI, KOTOPBIH 3auHTepecoBan [lamry.

in club stood slot machines.PL and billiard.SG.M that.SG.M interested.SG.M Pasha.

‘In the club there were slot machines and a billiard that Pasha found interesting.’
Even though the morphology on nouns unambiguously indicated to which of them the relative clause should be
attached, the participants made surprisingly many mistakes, with only occasional correct answers. This suggests
that they did not split the coordinated NP into two different nouns but rather treated it as a single unit, attaching
the relative clause to it as a whole (“slot machines and a billiard”). Why this is the case is very interesting, though
unfortunately outside the scope of this work.
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as they needed. Strictly speaking, questions in SemEA and SemLA could have also been

answered logically even without reading the sentence itself, e.g.
(Igor heard out the patient of the oculist who prescribed the glasses)
Who prescribed the glasses?
Patient Oculist

However, the participants did not do this, which is reflected in how many mistakes they made.
It suggests that they were reading the sentence and were misled by their default syntactic
preference.

Interestingly, though, the distribution of answers for AmbA sentences was 51.6 percent
(SD 20.6) towards early attachment and 48.4 percent towards late attachment, thus failing to
show a preference and disagreeing with all the previous studies. These results, although
agreeing with the unrestricted race model, most likely were caused by the experimental design:
previous experiments on Russian compared syntactically ambiguous sentences containing noun
phrase complexes either to unambiguous sentences containing just one noun (Anisimov,
Fedorova, and Latanov 2014) or to syntactically unambiguous sentences containing noun
phrase complexes (Chernova and Chernigovskaya 2015), which means that participants did not
have to thoroughly consider semantics while establishing preference in syntactically ambiguous
sentences. In this experiment, however, in two Semantic conditions the relative clause was
biased toward one of the two nouns, being at the same time syntactically ambiguous. This may
be the reason why, when reading fully ambiguous sentences with no clues whatsoever (syntactic
or semantic), the participants felt lost and replied at random (or were trying to find at least some
clue, being aware of the ambiguity).

What is also interesting is that attachment preference in AmbA sentences differed
depending on the participant’s country of origin. The samples for Uzbekistan, Kazakhstan, and
Azerbaijan were too small to be representative; however, the samples for Russia and Ukraine
(and Belarus to some extent) were comparable. Unexpectedly, speakers from Russia showed a
clear late attachment preference, whereas speakers from Ukraine showed the opposite pattern.
The heterogeneity of the population may have affected both offline and online measures in this

experiment and is an interesting topic for further investigation.
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Table 6. Attachment preferences by participants’ country of origin

Country (Number of participants) Early attachment, % Late attachment, % SD
Russia (9) 39 61 18.2
Ukraine (8) 57 43 15.8
Belarus (7) 48 52 20.6
Uzbekistan (2) 74 26 —
Kazakhstan (1) 67 33 —
Azerbaijan (1) 93 7 —

Online measures

Spaces between words were divided in half, with each half added to the adjacent interest area.
Outliers (2SD from the mean per interest area per condition per participant) were removed, with
the percentage of trials removed not exceeding 1 percent of all trials per each interest area.
Sentences to which incorrect responses were provided were excluded from the final analysis
(0.01 percent of sentences in SynEA, 0.03 percent of sentences in SynLA, 0.02 percent of
sentences in SemEA, and 0.08 percent of sentences in SemLA). Because no correct answer was
assumed in AmbA, no items were excluded from the final analysis in this respect. Also,
fixations shorter than 70 ms were excluded, because, as shown by Rayner and Pollatsek (1989),
readers normally do not extract much information during very short fixations.

The analysis was carried out in the following manner. Section 3.10.1 presents the results
of one-way rANOVA for SynEA, SynLA, and AmbA—that is, for Group 1, comparing
syntactically disambiguated clauses with fully ambiguous controls with the main factor of
Attachment (early, late, ambiguous). Section 3.10.2 presents the results of one-way rANOVA
for SemEA, SemLA, and AmbA—that is, for Group 2, comparing semantically disambiguated
clauses with fully ambiguous controls with the main factor of Attachment (early, late,
ambiguous). Section 3.10.3 presents some analyses of the AmbA condition separately.

Five measures are reported below: first-pass time (summation of the duration of all
fixations on the interest area from first entering the area before moving on or looking back),
second-pass time (summation of the duration of all fixations on the interest area from entering
the area second time before moving on or looking back), dwell time (summation of the duration
of all fixations on the interest area), regression in count (hnumber of times the interest area was
entered from an interest area with a higher ID), and regression out count (number of times the
interest area was exited to an interest area with a lower ID before an interest area with a higher

ID was fixated). First-pass belongs to early measures and is supposed to reflect initial syntactic
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commitments, whereas the rest belong to late measures. Below are all the above measures for

every interest area, with SD given in the brackets.

Table 7. Mean first-pass time (in milliseconds)

Condition NP1 NP2 RP \Y NOUN
SynEA 382 (135) 390 (135) 224 (44) 402 (124) 260 (76)
SynLA 319 (103) 414 (131) 219 (49) 413 (144) 259 (91)
SemEA 352 (127) 372 (107) 216 (39) 411 (114) 251 (95)
SemLA 325 (98) 403 (139) 224 (53) 406 (95) 250 (86)
AmbA 365 (109) 399 (157) 215 (37) 401 (131) 270 (107)
Table 8. Mean second-pass time (in milliseconds)
Condition NP1 NP2 RP V NOUN
SynEA 292 (76) 273 (72) 224 (55) 298 (85) 281 (151)
SynLA 277 (62) 271 (64) 234 (51) 279 (65) 229 (86)
SemEA 304 (79) 291 (57) 204 (30) 310 (96) 260 (77)
SemLA 295 (75) 295 (96) 209 (33) 291 (85) 251 (175)
AmbA 308 (65) 290 (86) 220 (44) 287 (98) 228 (78)
Table 9. Mean dwell time (in milliseconds)
Condition NP1 NP2 RP \Y% NOUN
SynEA 1017 (354) 848 (341) 499 (135) 717 (219) 354 (139)
SynLA 899 (475) 928 (397) 557 (174) 767 (258) 349 (168)
SemEA 1043 (416) 926 (284) 492 (126) 759 (224) 324 (146)
SemLA 994 (428) 1052 (395) 520 (161) 744 (259) 323 (132)
AmbA 1239 (446) 1191 (435) 624 (197) 841 (301) 354 (145)
Table 10. Mean number of regressions to areas
Condition NP1 NP2 RP \Y% NOUN
SynEA 1.15 (0.56) 0.42 (0.30) 0.47 (0.07) 0.29 (0.19) 0(0)
SynLA 0.91 (0.41) 0.55 (0.32) 0.60 (0.06) 0.29 (0.24) 0(0)
SemEA 1.35(0.57) 0.51 (0.35) 0.37(0.07) 0.27 (0.23) 0(0)
SemLA 1.19 (0.54) 0.68 (0.50) 0.40 (0.05) 0.18 (0.16) 0(0)
AmbA 1.61 (0.77) 0.80 (0.48) 0.47 (0.06) 0.36 (0.26) 0 (0)
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Table 11. Mean number of regressions out of areas

Condition NP1 NP2 RP v NOUN

SynEA 0.11 (0.12) 0.39 (0.29) 0.02 (0.07) 0.25 (0.34) 1.09 (0.30)
SynLA 0.10 (0.12) 0.32 (0.28) 0.01 (0.05) 0.21 (0.24) 1.10 (0.38)
SemEA 0.06 (0.11) 0.43 (0.35) 0.04 (0.05) 0.18 (0.28) 1.09 (0.26)
SemLA 0.05 (0.11) 0.37 (0.39) 0.03 (0.10) 0.30 (0.35) 1.10 (0.33)
AmbA 0.07 (0.12) 0.32 (0.31) 0.01 (0.05) 0.20 (0.28) 1.17 (0.24)

3.10.1. Group 1: Syntactic Disambiguation

Below are the results for syntactically disambiguated items vs. ambiguous controls for areas of
interest. All measures were subject to rANOVA with the main factor of Attachment (early, late,
ambiguous), with a separate analysis for each IA. p < 0.05 is marked with one asterisk, p < 0.01

is marked with two asterisks, p < 0.001 is marked with three asterisks.

53



VERANIKA PUHACHEUSKAYA / THE ROLE OF SYNTACTIC AND SEMANTIC CONSTRAINTS IN RELATIVE CLAUSE
ATTACHMENT PROCESSING IN RUSSIAN

Table 12. rANOVA results for SynEA, SynLA, AmbA

Measure 1A df Attachment
F p n’
4 2,54 1.006 372 .036
2,42 1.836 172 .080
First-pass 5 2,54 432 .651 .016
2,42 .261 771 .012
6 2,54 .760 473 .027
2,42 414 .664 .019
4 2,54 1.887 161 .065
2,42 2.884 .067 121
5 2,54 722 491 .026
Second-pass 2,42 797 458 .037
6 2,54 1.618 .209 .063
2,42 1.273 291 .057
4 2,54 8.325 .002** .236
2,42 8.154 .001** .280
Dwell time 5 2,54 4.353 .030* .139
2,42 4.640 .015* 181
6 2,54 .058 913 .002
2,42 132 877 .006
2 2,54 25.027 .000*** 481
2,42 32.336 .000*** .606
3 2,54 12.960 .000*** .324
2,42 23.627 .000*** .529
o 4 2,54 4,721 .013* 149
Regressions in 2,42 6.316 .004** 231
5 2,54 2.330 107 .079
2,42 1.593 215 .071
6 2,54 0 0 0
2,42 0 0 0
4 2,54 116 .891 .004
2,42 .691 .507 .032
Regressions out 5 2,54 .812 449 .029
2,42 .631 537 .029
6 2,54 1.377 .261 .049
2,42 1.505 234 .067

1A 4 (relative pronoun)

First-pass on the relative pronoun did not show a significant effect (F1(2, 54) = 1.006, p = 0.
372, n?=0.036; F2(2, 42) = 1.836, p = 0.172, > = 0.080). These results agree with some other
experiments (e.g., Carreiras and Clifton 1999) and highlight the more complicated nature of
immediate disambiguation, suggesting that, even if the parser made an error in the initial parse,

it was corrected too quickly to be detected.
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Second-pass revealed a marginally significant main effect by items (F1(2, 54) = 1.887,
p =0.161, #2 = 0.065; F2(2, 42) = 2.884, p = 0.067, »? = 0.121), with early attached pronouns
being read much faster than late attached (see Figure 8).

Dwell time showed a highly significant main effect (F1(2, 54) = 8.325, p = 0.002, #° =
0.236; F2(2, 42) = 8.154, p = 0.001, 2 = 0.280). Participants spent significantly less time on IA
4 in SynEA than in AmbA (p1 = 0.001, p2 = 0.001) and marginally less than in SynLA (p1 =
0.062, p2 = 0.123) (see Figure 9).
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Figures 8-9. Second-pass and dwell time on the relative pronoun

This clearly demonstrates that late attachment was the hardest to process, with difficulty visible
as early as during second-pass. No difference between SynLA and AmbA was found in any
measure. Early attachment gave a significant reading time advantage when dwell time was
analyzed.

Regressions to the relative pronoun showed a highly significant main effect (F1(2, 54)
=4.721, p = 0.013, 2= 0.149; F»(2, 42) = 6.316, p = 0.004, ? = 0.231), with SynLA receiving
significantly more regressions than both SynEA (p1 = 0.053, p2 = 0.008) and AmbA (p1 = 0.068,
p2 = 0.016) (see Figure 10).

This confirms early attachment preference in Russian, with late attachment being
significantly harder to process and causing more regressions.

IA 5 (verb)

Same as for IA 4, dwell time showed a highly significant main effect (F1(2, 54) = 4.353, p
= 0.030, 7 = 0.139; F(2, 42) = 4.640, p = 0.015, #? = 0.181). Pairwise comparisons showed
that SynEA was read significantly faster than AmbA (p1 = 0.016; p2 = 0.012) (see Figure 11).
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Regressions to Relative Pronoun Dwell Time on Verb
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Figures 10-11. Regressions to the relative pronoun and dwell time on the verb

Analyses from the two critical regions (1A 4 and 1A 5) showed a very clear picture. For Russian
speakers, the processing of early attached relative clauses was much easier than late attached
and ambiguously attached relative clauses, without significant difference between the last two.
NPs

Regressions to NP1 showed a very significant main effect (F1(2, 54) = 25.027, p <0.0001, #?
=0.481; F1(2, 54) = 32.336, p < 0.0001, n? = 0.606), with a difference in each pair. Regressions
to NP2 demonstrated the same pattern (see Figures 12-13).
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Figures 12-13. Regressions to NPs by condition

This does not reveal a clear picture. In order to compare regressions to NP1 with those to NP2
in general, an independent Student’s t-test was carried out, with regressions as a dependent
variable and NP as an independent variable. The test was highly significant: t = 7.498, df = 138,
p <0.0001. The mean for NP1 was 1.22, the mean for NP2 was 0.59. This suggests that across
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all three conditions participants regressed to NP1 twice more often than to NP2, regardless of

the actual attachment.
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Figures 14-15. Compared regressions to NP1 and NP2

3.10.2. Group 2: Semantic disambiguation

variable
NP1
— NP2

Below are the results for semantically disambiguated items vs. ambiguous controls for areas of

interest. All measures were subject to rANOVA with the main factor of Attachment (early, late,

ambiguous), with a separate analysis for each IA. p < 0.05 is marked with one asterisk, p < 0.01

is marked with two asterisks, p < 0.001 is marked with three asterisks.
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Table 13. ANOVA results for SemEA, SemLA, AmbA

Measure 1A df Attachment
F p 1’
4 2,54 1.473 .240 .052
2,42 2.267 116 .097
First-pass 5 2,54 .284 154 .010
2,42 .083 .920 .004
6 2,54 1.511 .230 .053
2,42 1.703 194 .075
4 2,54 2.319 .108 .079
2,42 3.468 .040* 142
5 2,54 934 .399 .033
Second-pass 2,42 291 749 014
6 2,54 1.131 .305 .054
2,42 .167 .847 .008
4 2,54 14.988 .000*** 357
2,42 15.021 .000*** 417
Dwell time 5 2,54 3.821 .028* 124
2,42 3.910 .028* 157
6 2,54 1.501 232 .053
2,42 2.305 112 .099
2 2,54 11.887 .000*** .306
2,42 11.349 .000*** 351
3 2,54 7.035 .005** .207
2,42 11.689 .000*** .358
Regressions in 4 2,54 2.618 .082 .088
2,42 5.554 .007** .209
5 2,54 8.980 .000*** .250
2,42 7.133 .002** .254
6 2,54 0 0 0
2,42 0 0 0
4 2,54 1.277 .287 .045
2,42 3.288 .047* 135
Regressions out 5 2,54 3.348 .043* 110
2,42 3.726 .032* 151
6 2,54 1.597 212 .056
2,42 2.015 .146 .088

1A 4 (relative pronoun)
Since in all the above conditions the relative pronoun was ambiguous, no differences in the
first-pass were expected. And this turned out to be the case: F1(2, 54) = 1.473, p = 0.240, * =
0.052; F»(2, 42) = 2.267, p = 0.116, 2 = 0.097.

Surprisingly, however, second-pass revealed a significant main effect by items (F1(2,
54)=2.319, p=0.108, 2= 0.079; F2(2, 42) = 3.468, p = 0.040, n? = 0.142), with SemEA being
read significantly faster than AmbA (p2 = 0.038) (see Figure 16). This suggests that second-

58



VERANIKA PUHACHEUSKAYA / THE ROLE OF SYNTACTIC AND SEMANTIC CONSTRAINTS IN RELATIVE CLAUSE
ATTACHMENT PROCESSING IN RUSSIAN

pass on the early attached relative clause, even when it started with an ambiguous pronoun, was

still the easiest.
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Figures 16-17. Second-pass and dwell time on the relative pronoun

Dwell time showed a highly significant main effect (F1(2, 54) = 14.988, p < 0.0001, 2= 0.357;
F2(2, 42) = 15.021, p < 0.0001, »2 = 0.417), with AmbA being read significantly slower than
both SemEA (p2 < 0.0001) and SemLA (p2 < 0.0001), which is consistent with the predictions
of Constraint Satisfaction accounts.

IA 5 (verb)

Dwell time showed a significant main effect (F1(2, 54) = 3.821, p = 0.028, ?=0.124; F»(2, 42)
= 3.910, p = 0.028, 2 = 0.157), with verbs in AmbA being read significantly slower than in
SemLA (841 ms vs. 744 ms, p1 = 0.049; p. = 0.036). This, however, was not because of the
relative ease of the latter but rather because participants regressed significantly more often from
a late attached verb: regressions out showed a significant main effect (F1(2, 54) = 3.348, p =
0.043, n? = 0.110; F2(2, 42) = 3.726, p = 0.032, »? = 0.151), with SemLA demonstrating
significantly more regressions from them than SemEA (p2 = 0.042) (Figure 18). This suggests
the highest processing complexity of SemLA.
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Regressions out of Verb
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Figure 18. Regressions out of the verb

NPs
Same as for the previous set of items, regressions to competing NPs by condition were not very

telling (see Figures 19-20).
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Figures 19-20. Regressions to NPs by condition

In order to reveal participants’ true preferences, regressions to NP1 were again compared to
regressions to NP2 in general using an independent Student’s t-test. The test was highly
significant: t = 8.280, df = 149, p < 0.0001. The mean for NP1 was 1.38, the mean for NP2 was
0.66. This suggests that across all four conditions participants regressed to NP1 twice more

often than to NP2, regardless of the actual attachment (see Figures 21-22).
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Figures 21-22. Compared regressions to NP1 and NP2

3.10.3. Ambiguous condition

Since the participants did not reliably choose one of the two nouns while answering the
questions in the AmbA condition, it was important to check whether they still regressed more
to NP1 or NP2, to confirm the hypothesis that the absence of preference in this experiment was
caused by its design rather than an actual lack of preference in Russian native speakers.

NP1 and NP2

In order to determine participants’ preferences in the absence of any clues, whether syntactic
or semantic, regressions to NP1 and NP2 were analyzed with the help of Student’s t-test. The
test turned out to be highly significant: t = 4.725, df = 45, p < 0.0001. The mean for NP1 was
1.61, the mean for NP2 was 0.80. This suggests that participants regressed to NP1 twice more
often than to NP2 (see Figures 23-24).
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Figures 23-24. Regressions to competing NPs in the Ambiguous condition

Since the participants clearly regressed more to NP1 and NP2 across all conditions, it was also
important to exclude other possible reasons other than their natural preferences. The bivariate
Pearson correlation test was performed for all conditions, with regressions to nouns and their
frequency in the Russian National Corpus (see Appendix 3) as variables. The test did not reveal
any statistically significant correlation (the magnitude of the association r = 0.129, p = 0.117),
suggesting that frequency had no effect on regression patterns.

Both Anisimov, Fedorova, and Latanov (2014) and Chernova and Chernigovskaya
(2015) conducted an additional analysis to determine whether the total reading time of the
relative clause was correlated with the attachment participants finally chose. The same analysis
was performed for this experiment using a t-test. Even though the mean reading time for clauses
when they were interpreted as EA was lower than when they were interpreted as LA (1858 ms
vs. 2013 ms), this was not statistically significant (t = 0.847, df = 54, p = 0.401) (see Figures
24-25).
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Figures 25-26. Dwell time on the relative clause in the Ambiguous condition depending on the chosen type of

closure

3.11. Discussion

As predicted, offline measures (question answers) showed a strong early attachment preference
in Russian, with significantly more mistakes in sentences where the relative clause was
forcefully attached to the second host. They also revealed a higher complexity of sentences
constrained only by semantics, with more errors in them than in syntactically unambiguous
sentences. This also agrees with other experiments conducted on Russian, which showed a
much higher accuracy for early attached clauses (Chernova and Chernigovskaya 2015).
However, in comparison to Chernova and Chernigovskaya, the mean accuracy for items with
late attached clauses did not drop below 90 percent in this experiment, regardless of the
constraints, suggesting that participants experienced no severe comprehension troubles.

A surprising difference between this experiment and the previous ones conducted on
Russian was the distribution of answers in the Ambiguous condition. When answering the
questions, participants chose early attachment almost as often as late attachment (51.6 percent
vs. 48.4 percent), with no real preference, whereas in the previous experiments they chose early
closure significantly more often: 67 percent of times in Anisimov, Fedorova, and Latanov
(2014) and 67.3 percent of times in Chernova and Chernigovskaya (2015). However, as
indicated before and confirmed by online measures, these results were most likely caused by

the experimental design, which contrasted syntactically ambiguous but semantically biased
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sentences with fully ambiguous sentences. This was not done in the previous experiments on
Russian. Unlike in Traxler et al. (1998), when it became apparent to participants that both
interpretations were plausible, processing did not stop but rather became more difficult,
increasing regressions and resulting in longer dwell times. This is also confirmed by the fact
that participants still regressed to NP1 significantly more often (twice more often) than to NP2
in ambiguous sentences.

Interestingly, no significant differences were found in the first-pass time on any area. It
poses challenges for all the existing parsing models, unless we assume that, as claimed by
Constraint Satisfaction accounts, constraints provided were enough to resolve the ambiguity
right from the start. However, assuming this would only create additional problems: why
differences in second-pass and dwell time were significant? Why first-pass on the relative
pronoun in the Ambiguous condition was not longer than that on unambiguous ones? Most
likely, the absence of significance simply reflects a lack of experimental power. It may have
also been caused by the fact that when disambiguation was very strong (syntactic), it occurred
immediately on the next word following the noun phrase complex, so even if the parser did a
mistake or experienced some troubles, it resolved it too quick to be detected. When
disambiguation occurred later in the relative clause, giving the initial misparse a chance to grow
strong enough for a disruption to be detectable, it was semantic (less reliable), and the effect
might have been delayed.

Late measures revealed a much more interesting picture. For syntactically
disambiguated items, early attachment had a marginally significant second-pass advantage and
a significant total time advantage for both critical areas (gender-marked pronoun and gender-
marked verb). This finding is consistent with other studies that found early attachment
advantage only in total times (e.g., Carreiras and Clifton 1999). This also seems to agree with
Constraint Satisfaction models that predict easier processing when one analysis receives clear
activation from multiple constraints and much harder processing when different constraints
support different analyses. In late attached relative clauses, participants’ general offline
preferences (accuracy rate in this experiment and attachment preferences for ambiguous items
consistently found for Russian before) were violated, which means that two analyses received
similar activation from different constraints, slowing the processor down. Late attached relative
pronouns also received the highest number of regressions, additionally confirming the highest
processing difficulty.

For semantically disambiguated items, the picture was a bit different. Whereas

ambiguous relative pronouns still had a significant reading time advantage when they belonged
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to early attached clauses, this effect did not show up on the disambiguating verb. Rather,
semantically late attached verbs had less time spent on them because of the highest number of
regressions out.

Thus, syntactic and semantic constraints had different effects on processing. Whereas
there were more regressions into syntactically late attached regions, there were more
regressions out of semantically late attached regions. This is reasonable: given that two nouns
in the syntactically disambiguated sentences were of different gender, regressing back from
them to disambiguating regions would help establish the agent. In semantically disambiguated
sentences, participants reread the relative clause and actively regressed from it to competing
NPs to, most likely, reanalyze their initial misparse.

Ambiguity did not have higher processing cost in early measures but produced the
longest total time. This seems to agree with Constraint Satisfaction models predicting harder
processing for ambiguous fragments, since many syntactic analyses simultaneously receive
equal activation, overloading the parser.

Regressions to competing NPs showed that NP1 was reread twice more often than NP2
across all conditions with syntactic and semantic constraints regardless of their actual
attachment. The same was true for the unconstrained condition (AmbA). This fully agrees with
finding of Chernova and Chernigovskaya (2015) for adjunct modifiers with participles and
indicates that there is a clear early attachment preference in Russian in late measures. Also, no
significant difference was found in dwell time on the relative clause in AmbA when it was
interpreted as EA and when it was interpreted as LA (the value was taken from participants’
answers to questions), which agrees with the same absence of significance found by Anisimov,
Fedorova, and Latanov (2014) but disagrees with reading time advantage for late attached
clauses found in Chernova and Chernigovskaya (2015).

Summarizing the above, we may conclude that the results mostly agree with the
predictions of Constraint Satisfaction accounts. The Relativized Relevance principle was not
confirmed because the participants did not read sentences containing late attached clauses any
faster (in fact, vice versa) and did not reliably choose NP1 when answering the questions to
ambiguous sentences. The Late Closure strategy was again disconfirmed, with no reading time
advantage for sentences with late attached clauses and no preference for NP2 in question
answers. Constraint Satisfaction accounts were right in that ambiguity imposed extra processing
cost (at least in late measures) and that sentences with early attached clauses (that is,

corresponding to participant’s offline preferences) were read faster. However, the findings
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present problems for all the existing parsing models, because all these results were visible only

in late measures.
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Conclusions

The aim of this study was to investigate relative clause attachment preferences in Russian and
how different constraints—syntactic and semantic—affect them. Several previous experiments
conducted on Russian speakers showed very mixed results: an eye-tracking study by Chernova
and Chernigovskaya (2015) showed evidence for the Late Closure strategy in the first-pass
reading time, which contradicted participants’ offline attachment preferences (question
answers) in all other experiments, including that of Chernova and Chernigovskaya themselves.
The authors also found no differences in late measures (dwell time), whereas many cross-
linguistic studies reported them (Traxler et al. 1998; Carreiras and Clifton 1999). This
investigation was intended to provide additional evidence to the debate by manipulating two
variables: constraints (syntax or semantics) and attachment (ambiguous, early, or late). It was
also novel in terms of verb aspect (all verbs used in this experiment were perfective) and
heterogeneity of the population (participants were born in different countries but all acquired
Russian as their first language).

Chapter 1 of this study provided a background of what had already been discovered
about human parsing mechanisms: what quantitative and qualitative limitations they have, how
incremental they are, and how many stages they may contain. The question of syntax-lexicon
dissociation in the brain was examined based on the results of multiple experiments, from SPRT
and eye-tracking to ERP and other neuroimaging techniques. Two huge groups of models were
presented: modular accounts positing a dichotomy between different language subcomponents
and interactive accounts claiming that there is constant interaction between them. The chapter
also provided an overview of the most influential models, such as the Garden-Path Model,
Constraint Satisfaction models, the Construal Hypothesis, the Unrestricted Race Model, the
Underspecification Model, and other. In summary, the empirical evidence is very inconclusive,
with some experiments supporting the idea that the parser operates using pre-existing templates
initially and has to revise when its parse turns out to be incorrect, and some contradicting it.

Chapter 2 summarized major results found in numerous cross-linguistic relative clause
attachment experiments. Different hypotheses proposed to account for a great variance found
in these experiments were reviewed: The Relativized Relevance principle claiming that
attachment to the most discourse-prominent NP is preferred and is determined by relatively late

discourse-related processes, the Tuning Hypothesis based on the frequency of particular
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attachment in a given language, the Late Closure principle claiming the universality of late
attachment, the Predicate Proximity/Recency principle, Constraint Satisfaction accounts, and
other. In summary, cross-linguistic evidence clearly contradicts the Late Closure strategy and
shows some support for each of the above principles.

Chapter 3 described the conducted experiment. It was designed to test how quickly and
how reliably two different constraints were used: gender that rendered sentences syntactically
unambiguous and semantics, which kept them syntactically ambiguous but provided a clue for
establishing attachment. Early measures (first-pass) revealed no differences between
conditions. This is problematic for all the existing parsing models. No support for the Late
Closure strategy was found, unlike in the Chernova and Chernigovskaya (2015) experiment.
This suggests that their findings might have been the result of the extremely low accuracy in
the late attachment condition (38 percent) and the fact that the participants simply did not
understand the sentences. Later measures, however, agreed with the Constraint Satisfaction
accounts, revealing easier processing when the relative clause was forcefully attached to the
first host (NP1). They also demonstrated the highest processing complexity of unconstrained
(ambiguous) sentences.

Syntax and semantics had different effects on processing. There were more regressions
out of the RC when semantics supported the less preferred analysis (LA) and more regressions
to the RC when syntax supported the less preferred analysis (LA).

This experiment included several modifications that could have affected its results. First,
the population was very heterogeneous, with participants divided almost equally between three
countries: Russia, Ukraine, and Belarus. Other studies may manipulate only this variable,
because differences in attachment depending on the participant’s country of origin were found,
although the samples were two small to establish reliable correlations. Second, the verbs used
in relative clauses were all telic (past tense, perfective aspect). It would be interesting to
manipulate only aspect and see how (and whether) it affects participants’ attachment
preferences. Third, semantics was a less reliable disambiguator compared to some other
experiments (e.g., Traxler, Pickering, and Clifton 1998), which was done in order to keep both
potential attachment sites animate. Other experiment may, however, manipulate animacy of the
hosts (and have stronger semantic plausibility as a result). It would also be interesting to
examine effects of semantic plausibility on dispreferred attachment in an ERP experiment.
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Appendix A: Test sentences

Ambiguous Attachment (AmbA) condition

1. Kars yBuznena accuctenTa JeKTOpa, KOTOPBIA OOPOHUI KIHOYH.

Katia saw the assistant of the lecturer who dropped the keys.

2. Bopst o6okpan 3amecTutens ayauTopa, KOTOPBIA BeITTUCAT IITpad.

Boria robbed the assistant of the auditor who issued a fine.

3. Erop BcrioMHUII OXpaHHUKA OJIUTapXa, KOTOPBIA 0(OpMUIT 3aKa3.

Egor recalled the bodyguard of the oligarch who placed an order.

4. [Tets BeICTYIIAN ONTIOHEHTA MOJUTHKA, KOTOPBII 0100pui aOOPTHI.

Petia heard out the opponent of the politician who encouraged abortions.

5. CeHs NpUMYTHYJ NPUATENs CTYy/A€HTa, KOTOPBIN 3ama3al aguury.

Senia scared the friend of the student who painted out the advertising bill.

6. JIuza nmpuBesna cBepCTHUKA MOAPOCTKA, KOTOPBIH 0J00pa IeHKa.

Liza brought over the peer of the teenager who picked up the puppy.

7. Ot oOMaHyna HoCpeTHIKA MHBECTOPA, KOTOPBII OILIEHUIT TPOEKT.

Olia deceived the intermediary of the investor who evaluated the project.

8. [Tama oOBHHMII MMOCTABIIMKA PECTOPATOPA, KOTOPBIM CBEpHYI OU3HEC.

Pasha blamed the supplier of the restaurateur who closed the business.
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Bans ormyctuna craxxépa HHCTPYKTOpa, KOTOPBINA MOIXBATHII TPUIII.

Valia dismissed the trainee of the coach who caught a flu.

Hropse cxBatnil HanapHUKa KOMaHIUPA, KOTOPBIX CHPATAI KapTy.

Igor caught the partner of the captain who hid the map.

Muia ynoMsiHyJ1 MOnyTYrKa OM3HECMEHa, KOTOPBIN MPOBE3 BHCKH.

Misha mentioned the companion of the businessman who smuggled whiskey.

JIroga oTeickana CCKpCTapsa MUHHUCTPA, KOTOpLIﬁ OTJIOXKUJI OTITYCK.

Luda found the secretary of the minister who postponed the vacation.

Opa BcTpeTni momMomHuKa MpoKypopa, KOTOPBIM OTKIIOYHI TeledoH.

Jura met the helper of the attorney who switched off the phone.

Puta nonpocuia xosuiery 6puraaupa, KOTOpbIH MOPaHUI PYKY.

Rita interrogated the colleague of the supervisor who cut his arm.

JI€ma nmoo3Bai oneparopa KypHajlucTa, KOTOPbIN 3aKypui TpyOKy.

Liosha called the cameraman of the journalist who started smoking the pipe.

Syntactic Early Attachment (SynEA) condition

CeHs OKIIMKHYJT YU€HHKA CKPUIIAUKH, KOTOPBI YPOHUIT HOTHI.

Senia called the student (masc) of the violinist (fem) who dropped (masc) his notes.

Omner BnycTui MeHeKepa TMMHACTKY, KOTOPBIN MO1eI1a IPOITYCK.

Oleg let in the manager (masc) of the gymnast (fem) who forged (masc) his pass.
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[lers pa3Oyaun rieMsHHUKA XO3HKH, KOTOPBIA IPOCHAIT MOE3.

Petia woke up the nephew (masc) of the hostess (fem) who missed (masc) the train.

Comns yroctuia MajJb4UIIKy COCEAKH, KOTOPBIN MOKpacui 3a00p.

Sonia gave food to the boy (masc) of the neighbor (fem) who painted (masc) the fence.

Ko onmpaBaan coxuTens CTyJeHTKH, KOTOPbIN pa30uiI MallluHYy.

Kolia justified the cohabitant (masc) of the student (fem) who broke (masc) the car.

Jlenuc obcuuTan HacleIHUKA MPUHIIECCHI, KOTOPBIN MPOJIal BUILTY.

Denis cheated on the heir (masc) of the princess (fem) who sold (masc) the villa.

Jluma moXBaJIMJT TPaKTUKAHTA COTPYIHHUILIBI, KOTOPBIN MPUIOTHII TOJTYOsI.

Dima praised the intern (masc) of the colleague (fem) who sheltered (masc) a pigeon.

Wpa obObirpana kBapTUpaHTa COKYPCHUIIbI, KOTOPBIM MPUHEC HIAIIKH.

Ira defeated the roommate (masc) of the fellow student (fem) who brought (masc)
checkers.

Wnbs passirpan mo0umMurka 6a0yniky, KOTOPBIN MOJI0Mall OYKH.

Ilia played a trick on the fair-headed boy (masc) of the grandmother (fem) who broke
(masc) his glasses.

Bans BeicMesut mogEpa 4eMIUOHKH, KOTOPBIN CIyTall TeIallu.

Vania ridiculed the chauffeur (masc) of champion (fem) who confused (masc) the
pedals.

Brnan nepebun poBecHUKa acIUPAHTKU, KOTOPBIA YTOUHMII TpaduK.

Vlad interrupted the peer (masc) of the postgraduate (fem) who clarified (masc) the
schedule.

IOpa ocmoTpen nepBeHIa CTIOAPAECCHI, KOTOPBINA MPOTJIOTHII MOHETY.

80



VERANIKA PUHACHEUSKAYA / THE ROLE OF SYNTACTIC AND SEMANTIC CONSTRAINTS IN RELATIVE CLAUSE

13.

14.

15.

ATTACHMENT PROCESSING IN RUSSIAN

Jura examined the first-born (masc) of the stewardess (fem) who swallowed (masc) the
coin.

Ounst 06BHMHMIIA COABTOPA [1O3TECCHI, KOTOPBIM HAPYIIMII 3aKOH.

Olia accused the co-author (masc) of the poetess (fem) who violated (masc) the law.

Apuna ono0puna yxaxépa qouepu, KOTOPBIA MPHOOPEN yIacTOK.

Arina approved the suitor (masc) of the daughter (fem) who bought (masc) the lot.

BoBa cmenmn naptaépa OanepuHbl, KOTOPBIM MOPBAJ KOCTIOM.

Vova replaced the partner (masc) of the ballerina (fem) who tore (masc) his suit.

Syntactic Late Attachment (SynLA) condition

ApPTyp OTUMTAN CUJENKY TEHCHOHEPA, KOTOPBIH MPOIMYCTHIT 3aBTPaK.

Jura criticized the sitter (fem) of the pensioner (masc) who missed (masc) the breakfast.

Mua o6pasoBan 6a0ynIKy 3HaKOMOT0, KOTOPbIH BBIIJIATUI KPEAUT.

Misha delighted the grandmother (fem) of the acquaintance (masc) who paid back
(masc) the loan.

CnaBa YCIIOKOMJI HEBECTY COTPYAHUKA, KOTOpHﬁ BBIBUXHYJI IJICYO.

Slava calmed down the fiancé (fem) of the colleague (masc) who twisted (masc) his
shoulder.

3uHa yTemmia IeByIKy CHOyOOpIucTa, KOTOPBINA cioMalt Oeapo.

Vasia comforted the girlfriend (fem) of the snowboarder (masc) who broke (masc) his
thigh.

Outer 000BCTHI JIFOOOBHHUILLY pEeKUCCEPA, KOTOPBII 3a0pOCHI CHEMKH.

Oleg seduced the lover (fem) of the director (masc) who abandoned (masc) the shooting.
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Koms mokopun cytHuUIy podeccopa, KOTopblii H300pEN BaKIMHY.

Kolia gain the heart of the companion (fem) of the professor (masc) who invented the
vaccine.

JI€ma nmpoBoAWII MOAPYTY CracaTelsi, KOTOPBIM IIOKUHYJI CTPAHY.

Liosha accompanied the friend (fem) of the rescuer (masc) who left (masc) the country.

Caera cpIrpania MeJCeCTpy ITYPMOBUKA, KOTOPBIM OOCTPEIIST IprYall.

Sveta played the nurse (fem) of the stormtrooper (masc) who pelted (masc) the mooring.

AHTOH MO3PaBUII CYNIPYTY albIUHUCTA, KOTOPBIA MOKOPUIT DBEPECT.

Anton congratulated the wife (fem) of the alpinist (masc) who climbed (masc) Everest.

Bura nosanena noMmoImHuily xopeorpada, KOTOpblil mepeHEC KOHLIEPT.

Vita felt sorry for the assistant (fem) of the choreographer (masc) who postponed (masc)
the concert.

Kocts IoneJyIoBajI YYCHHUIY aKaJICMHUKa, KOTOpBIfI BO3TJIaBHJI Ka(be):[py.

Kostia kissed the student (fem) of the academician (masc) who led (masc) the chair.

Jlma pa3bICKall aguepHuily MOCKBUYA, KOTOPBIM MOIKET 1BEPD.

Dima found the stepdaughter (fem) of the Moscow resident (masc) who set (masc) the
door on fire.

[etst monnepxan GpaHaTKy XOKKEHCTa, KOTOPBINA 3aBEPIINII Kapbepy.

Petia supported the fan (fem) of the hockey player (fem) who finished (masc) his career.

Anuca oOHsiJIa akyIIepKy TiaBBpaya, KOTOPBIN 3aKaTHII CKaHIaJl.
Alisa embraced the midwife of the chief physician (masc) who made (masc) a scene.
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15. Muts JonpoCHII pa3BeIUUIly Te€HEpaia, KOTOPbIW MPEKPaTU aTaKy.

Mitia interrogated the secret service woman (fem) of the general (masc) who stopped
(masc) the attack.

Semantic Early Attachment (SemEA) condition

Jlena BcTpeTHiia XUpPYypra *eHuXa, KOTOPbIH BIIPABHII BHIBUX.

Lena met the surgeon of the fiancé who set the bone.

Bepa 3akyrana miaaeHua cocesia, KOTOPbIA BBIILTIOHYJ COCKY.

Vera wrapped the infant of the neighbor who spit out the pacifier.

Ilets HaBecTHN aZIBOKarTa MnmpusTeid, KOTOpBIﬁ 3alllUTHII ACTIO0.

Petia visited the lawyer of the friend who defended the case.

Opa oTuntan opunranTa KOHCYyNa, KOTOPBIA 0OCITY KT OaHKET.
Sasha criticized the waiter of the consul who served a banguet.
AHs 3aMeTunia yOOpIIMKa MUHUCTPA, KOTOPBIA BHIMBLI MIOCYTY.

Ania noticed the cleaner of the minister who washed the dishes.

HOns ouennna nuanucTa MOHapXa, KOTOPBIN ChITPajl COHATY.

Julia appraised the pianist of the monarch who played the sonata.

3uHa omucana KypbCpa YNHOBHHKA, KOTOpLIﬁ J0CTaBUJI ITMCbMO.

Zina described the courier of the deputy who delivered the letter.

Butsa nmoxsanun ImoBapa KarurTaHa, KOTOpBIﬁ CBapuJI 6y.IIBOH.

Vitia complimented the cook of the captain who cooked a broth.
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Koms namyran Oyxranrepa HayanbHHUKA, KOTOPBII paccuuTal HaJOTH.

Kolia scared the accountant of the director who calculated the taxes.

ITamra HapucoBall Ky3HCIIa repuora, KOTOpBIfI IIOJAKOBAJI JIOadb.

Pasha painted the blacksmith of the bishop who shoed a horse.

Huna yBOJIMJIa CaJOBHUKA ACIlyTaTa, KOTOpBIfI mocaauji SIOJIOHU.

Nina fired the gardener of the councilman who planted apple trees.

Muia paccunTan HOPTHOTO JUPEKTOPA, KOTOPBIN IPUILIMII 3aMOK.

Misha dismissed the tailor of the director who sew down a zip fastener.

Poma narpanun koppekTopa nucaTessi, KOTOPBIM UCTIPaBUIT OIIHOKH.

Roma rewarded the proofreader of the writer who corrected the mistakes.

Jlepa noruana MexaHuKa JeAYIIKH, KOTOPbIN MOYMHIII OamIiep.

Lera caught the mechanic of the grandfather who fixed the bumper.

Z[I/IMa Imoao3BaJI KOJUICTY MMCHUHHUKA, KOTOprI nogapuia KOH(I)CTBI.

Dima called the colleague of the birthday boy who gave sweets.

Semantic Late Attachment (SemLA) Condition

Kcromra BeI3Basia 0OTYMMA MIKOJIBHUKA, KOTOPBIM MPOTYIISUT YPOKH.

Ksiusha called the stepfather of the pupil who skipped lessons.

Buka yTeuiniia KIMCHTa MOIIICHHHUKA, KOTOpBIfI BBIMAaHHNJI KOJIBIIO.

Vika comforted the client of the crook who rooked the ring.

Opa ocBoGoI1IT 3a10)KHHUKA TEPPOPUCTA, KOTOPBII B30PBAJI METPO.
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Jura released the hostage of the terrorist who blew up the metro.

JI€ma ycrokoui naccaxupa TakCHCTa, KOTOPBINA ITPOeXajl IOBOPOT.

Liosha calmed down the passenger of the taxi driver who drove past the turning.

I/Iropb BbICJTYIIAJI IMalfUCHTa OKYJINCTA, KOTOpBIﬁ IIpoIIrcal O4YKH.

Igor heard out the patient of the oculist who prescribed the glasses.

['puma 06pagoBan TpeHepa TEHHUCUCTA, KOTOPBINA BEIMTPaNl KYOOK.

Grisha delighted the coach of the tennis player who won a cup.

AnuHa 3ameTuiia peOEHKa CAHTEXHUKA, KOTOPBIN MPOYUCTUI TPYOBI.

Alina noticed the child of the plumber who unclogged the pipes.

Jlena oropumina ctyneHTa npodeccopa, KOTOPbIil 3aIIPEeTH POTYJIBI.

Lena upset the student of the professor who forbid truancy.

Jopa mokupoBai cocena OpakoHbEpa, KOTOPBIA 3aCTPEIIHI OJICHS.

Zhora shocked the neighbor of the poacher who shot a deer.

Cseta A0IpOCHUJia INICMAHHUKA XaKepa, KOTOpLIfI B3JIOMAJI CEPBEDP.

Sveta questioned the nephew of the hacker who hacked a server.

Hactsa yBHU/JCIA 3EMJISAKA ITOKAPHOTO, KOTOpLIfI MOTYIIHNJI CKJIAA.

Nastia saw the countryman of the fireman who extinguished the warehouse.

Bops 3anep:xan Bogurens pa30oitHIKa, KOTOPBIH orpadui GaHK.

Boria detained the driver of the bandit who robbed the bank.
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Banum nopanoBai Ky3eHa JIeTeKTUBa, KOTOPBIA PacKpbLI JEI0.

Vadim delighted the cousin of the detective who solved the case.

Maiua BeIpyunsia orneKkyHa KapTéKHUKA, KOTOPBINA pourpai gpepmy.

Masha helped the caregiver of the gambler who gambled away the farm.

Bepa noxaiena npaBHyka BeTepruHapa, KOTOPBIA YCHITUIT COOAKY.

Vera comforted the great-grandson of the veterinary who put down the dog.

Fillers

Ha npa3nHuke ObLUTH KOHKYPCHI U Kapaoke, KoTopoe pa3apaxaino CBery.
CraTbs, KOTOPYIO ONyOJIMKOBAJ B )KypHaje JeHuc, mokupoBasa yu€HbIX.
Cuporm, xotopsiii Const npuesna u3 ['penun, ouens nonpasuics Hane.
[leTs xymun TOPT U OUIIET HA CIIEKTAKIIb, B KOTOPOM Urpajia Buomnerra.
Jlomuk, KoTopbiit 001r000Baa Komka Anucel, cMactepui Kos.
JIoKyMeHTBI, Ha KOTOPBIX cTosIa neyarb Onu, u oT4€T npoepui Censl.
®ororpaduu Ilamm, kotopsle nexanu Ha mkady, organa Ha nady Kars.
Kapuna otkpbuia uemonas, B KoTopom JKeHsl TailHO MPOBE3 paKyLIKHU.
Packpacku, B KoTOpbIX ObLTH Tepou MyNnbTHUIEMOB, Togapuia Harama.
B uynane Bansnach 1aMna 1 nmorpemMmyIuika, kotopas pacrporaina Hactro.
Marna cripsitTana JHEBHUK B IIYQIISIKY, B KOTOPOU XPaHUIH YKPAIICHHUS.
Prok3ak, koTopslii IpuBe3ia Ajecs, M KeJIbl 3a0paja cTapiias cecTpa.
Cama mepebpan Oymaru, KOTOpbI€ TOCTaBUIIM BMECTE C OAaTOHUYHMKAMHU.

B necy BeIpocnu omsita U 3eMIISTHUKA, KOTOPYIO OueHb Troomna Kapuna.
[Tonuna pacrieuaTtana miakaT, KOTOpsIA JleHuc caeman Ha KoH(epeHIHo.
Jlena oTKkpyTuia CO CTEHBI MOJKY, HA KOTOPO#l cTos akBapuyM Urops.
3a 3aBTpakoM APTEM BBHININJ KallydMHO, KOTOPBIN CTOSUT B KpyXKe JIeHBI.
Burta nommna cioHMKa U MOIYIIKH, KOTOPBIE MOJIOXKUIIA Ha KPECJoO.

Capaii u 0aHs1, KOTOPYIO OCTPOMIT AHIIPEN, MPOCTOSIIN HECKOJIBKO JIET.
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Hukura nocraBui najaTky Ha MOJIIHE, HA KOTOPOM OCTal0Ch KOCTPULIE.
B ki1yGe cTostii aBTOMAaThl U OUIIBSP/, KOTOPBIH 3anHTepecoBan [lamry.
[Ipe3enTanus, B KOTOpYIO 100aBWI KapTHHOK J{MMa, Bcex paccMenIua.
OxkcaHa ykpaza IIKaTyJIKy, B KOTOpoi Maiia XxpaHusia cBOU CEPEXKKHU.
CnaBa nosjomal BeIlIajJKy, Ha KOTOpoi Bucen Jukemnep Hatamn.

Tanst oTHeca Benocunes B oABall, B KOTOPOM CTOsLI posiib JKeHu.

B napke O6butM aTTpakMOHBI U KJIOYH, KOTOPBIN O4eHb Iyrain Urops.
Crnanoctu u kode, KOTOpBIN cienana Buka, orieHuIa BCS CEMbsI.

MapaT onpoKUHYI SAIIMK, B KOTOPOM NPUBE3IU XPYCTaIbHbIE OOKaJIbI.
JluMa BBITPSIXHYJ KOBPUKH, KOTOPBIE JIEKaIu B MaluuHe MapuHbI.

Bepa noBecuia nonorexiie Ha 6arapero, KOTopasi cTosuia y kpoBatu JIémm.
B nupke npopasaiu COK M CIaiKyro BaTy, KOTopas nopajosaina Mumry.
Kunomerpax, KOTOpsIN ITpoexail Ha Benocuniene JKeHs, Bredariani Mamy.
B roctuno Nexanu MHAMNCKUE CYBEHUPSHI U ILIEI, KOTOPBIM yausui lletro.
Jlaiia onpoKuHyJsa rOpUIOK € FE€paHblo, KOTOPYIO BeIpaluiuBai Erop.
Mapra uzpacxogoBaja Bce pyMsiHa, KOTOpbIE 3aKka3ana cebe ApuHa.

Buka kuHyna cyMKy Ha CTyJI, Ha KOTOPOM Bucena KypTka Tonuka.

Bopst cnan B momOap cepbru U miail, KOTopblii HegaBHO Kynuia Hpa.
Boga noexan pp16aunTh Ha JIOJKE, B KOTOPOH JIexkalu yaouku HUKUTEL
birono u KyBIIMH, KOTOPBIN paspucosaia Jlrona, oTanu 3HaKOMOU OTLA.
B nemepe ObutH CTaNnakTUTHI U pydel, KOTOPbIH coTorpaduposana AHs.
XKens nepenéc xacMUH Ha OaJIKOH, HA KOTOPOM BbIpaIlMBaIA TOMUOPHI.
Kocts mocetnn nepeBHro, B KOTOpO# Obla ApeBHsis Oenasi CHHArora.
AHXKena BBITPAXHYJIA CYMKY, B KOTOPOW XPaHWINA JETCKUE UTPYLIKH.
AHpeil BBIKUHYJ IPUCTABKY U KAPTPUIKHU, KOTOpBIE Tak Jrooun Hukura.
JIro6a oTnana B 1€TAOM IAKET, B KOTOPOM JIEXKAIU UTpyIIKu Butu.
AHTOH penmi 3a/1a4y, KOTOpYIo OH Haién B nopTdene OKCaHBbl.

Ilers nepeHéc Ha NOJOKOHHUK Ba3y, B KOTOPOH CTOSUIA PO3bl JIU3bI.
Hcropus, koTopyro oTnpaBwil Ha KOHKypc Erop, pactporana unrarenei.

JUKUHCH M Ko Ta, KOTOpas ObUIa U3 XJIONKA, MPUTIISIHYIMCh Kupuy.
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Mapk CII05KHJI I€HBI'M B KOHBEPT, KOTOPBIN TOCTAJI U3 MAMUHON CYMKH.
SpociiaB OTMBLT MALIMHY, HA KOTOPOH AH)KEJIMKa BbeXajla B IPs3b.
Iel3ax, KOTOpBIM HapucoBaia JIeHa, U TOPTPET OBECWIH HA Jjaye.

Ha caiiTe Gb1710 MHOTO peKJiamMbl, KOTOpasi O4€Hb paszapaxaina Pury.

Bepa nepeceinana rpedky B 0aHKY, B KOTOPOil OOBIYHO XpaHWIIU MYKY.
Kaponuna paz0uia 65roa1e 1 KpyKKy, B KOTOpY0 Muilia Halnui IIIMHTBEHH.
XanBy U CTaTy3TKy, Ha KOTOPYIO ITOBECHIIa cepbru AHs, IpuBE3 Mapar.
Erop 3a0paJ Ha ouTe NOCBIIKY, B KOTOpO#l npumuin canoru Kcromm.
[InaTtbe 1 KOpceT, KOTOPBIN Kylujla Mama, O4€Hb TOHPAaBUIUCh Bepe.

B nopt npumisliu BoeHHbIE Kopabiu, KOTOpble BreyaTiuin Mapuny.
AHTOH ynajl ¢ KpyThIX CTYII€HEK, KOTOPbIE€ BBIXOAMIN Ha OaJIKOH.

Kene n numoHa, KoTopklil noxBanuia Kats, npurotoBun Apryp.

Cama npubpascst B KOMHATe, B KOTOPYIO Buepa nepeexana MapuHa.
JIroma BbIpBaJla CTPAHULIBI U3 KHUKKH, KOTOPYIO YATal Makcum.

Koctép, xoTopsiii pazxer Ilets, u yait OpicTpo oTorpenu JIuzy.

Arnecst BbICTaBUIIA HA AyKIMOH SLIUK, B KOTOPOM ObUIH Beuu JI€mm.

Ha cBagp6e ObuT TaMaa ¥ KOKTEHIN, KOTOpbIE MOHPAaBWIMCh Mulle.
['puira ucnék BaTpyIIKU 11O peLenTy, KOTOPBIM HAIIEN B KypHAaJe.

B camonére paznocunu 0ytepOpobl U Kode, KoTopblil moxsanuiaa Ons.
Carra 3acenuiack B OTelb, B KOTOPOM IPOIILIBIM JIETOM paboTan ApTéM.
Komnot, koTopslii cBapuiia U3 cyXoppyKToB 31MHa, ObUI CIMILIKOM CIIAJIKHM.
B Gacceiine miaBanu Kpyr 1 Macka, kotopas nogoiia FOpe.

Carra moYMHUI MAIIMHY KJIFOYOM, KOTOPBIH Mara KyInuil Ha PhIHKE.
Kaccety, nHa xoTopo#t Obl1 yTpeHHUK MapThl, U TUCKHU oT/ail Buts.
®uabM U UHTEPBBIO, KOTOpoe cHsa Past, 06Ccyk1anu HECKOIbKO THEH.
CHexana odopmMuia oT4ET 1O MAOIOHY, KOTOPBIH JIeXkKall Ha CTOJe.
ApTéM 3a0pasicst Ha KpBIITY, C KOTOPO ObUT BUEH CTAapblii MUB3aBO/I.
[IITopsl, KOTOpPBIE BUCENN B KOMHATe AHIpPES, U CKaTEPTh OCTUpana AHs.
Koctsa momeén B mkomy B cBuTEpe, KOTOphIA CBeTa nmpusesia u3 [laprxka.

Konkypc, Ha koTopbIii oana 3asBky Hacts, opranuszosain Ouner.
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Ha xondepennun Beinanu 6k 1 HoMep, KoTopbiid oropumi CliaBy.
XoMsiKa U mmyens, KoToporo noacrpur Poma, 3aBena Pura.

Kynon u xoinbI10, KOTOpOoe 3aka3aia 3uHa, yKpaia JoOMpaOOTHHUIIA.
AnuHa cripsiTana 3alucKy B KHUXKKY, B KOTOPOM Opat XpaHui IEHbIH.
[Tnaree, koTopoe mommna [Tonwna, u 100Ky ['puiia 0TBE3 B IEpPEBHIO.

Pura nepecaauia po3y B ropiiok, B KOTOPOM HEIaBHO POC MArOPOTHUK.
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Appendix B: Verb frequency

No. | Experimental | Russian verb English translation Frequency per million
condition words in Russian National
Corpus
1 AmbA 0OpOHUTH (KITFOUH) drop (keys) 5.8
2 AmbA BBITIHCATH (Tpad) issue (fine) 17.2
3 AmbA oopMuTh (3aKas) place (order) 28.1
4 AmbA 07106puTh (a060PTHI) encourage (abortions) 25.4
5 AmbA 3amasaTh (adury) paint out (advertising bill) | 2.8
6 AmbA moo0pars (IeHKa) pick up (puppy) 34.9
7 AmbA OIICHHUTH (IPOEKT) evaluate (project) 64.0
8 AmbA CBepHYTH (Ou3HEC) close (business) 30.3
9 AmbA MOJIXBATUThH (TPHIII) catch (flu) 32.5
10 | AmbA cpsaTath (KapTy) hide (map) 38.8
11 | AmbA MPOBE3TH (BUCKH) smuggle (whiskey) 1.3
12 | AmbA OTJIOKHUTH (OTIYCK) postpone (vacation) 26.1
13 | AmbA oTkIIouuTh (Tenedon) | switch off (phone) 10.6
14 | AmbA MOPaHUTH (PYKY) cut (arm) 1.6
15 | AmbA 3aKypHTh (TpyOKY) start to smoke (pipe) 26.6
1 SYynEA YPOHUTH (HOTBI) drop (notes) 15.3
2 SYynEA oJ1/1eN1aTh (MPOIMyCK) forge (pass) 1.7
3 SYynEA npocmars (1moe3) miss (train) 6.9
4 SYynEA MOKPAcHUTh (3a60p) paint (fence) 5.9
5 SynEA pa3ouTh (MalnuHy) break (car) 36.7
6 SynEA poJaTh (BUILTY) sell (villa) 68.3
7 SynEA PUIOTUTH (TOITy0st) shelter (pigeon) 3.6
8 SynEA MPUHECTH (IIALIKH bring (checkers) 141.9
9 SynEA IT0JIOMATh (OYKH) break (glasses) 6.1
10 | SynEA cnyTath (reaanm) confuse (pedals) 8.3
11 | SynEA yTOuHHTH (rpaduk) clarify (schedule) 26.3
12 | SynEA MPOTJIOTUTD (MOHETY) swallow (coin) 14.1
13 | SynEA HAPYUIUTH (3aAKOH) violate (law) 35.9
14 | SynEA npuoOpeTu (y4acTok) buy (lot) 70.2
15 | SynEA HCIIaYKaTh (KOCTIOM) stain (costume) 3.3
1 SynLA npomyctuth (3aBTpak) | Miss (breakfast) 41.7
2 SynLA BBITUTATUTH (KPEJIHT) pay back (loan) 8.9
3 SynLA BBIBUXHYTH (IJIEY0) twist (shoulder) 1.0
4 SynLA cioMaTh (KIIOYHILY) break (clavicle) 30.4
5 SynLA 3a0pOCHTH (CHEMKH) abandon (shooting) 20.1
6 SynLA n300pecTy (BakIHHY) invent (vaccine) 15.6
7 SynLA TIOKUHYTH (CTpaHy) leave (country) 49.0
8 SynLA oOcTpensTh (mpuyain) pelt (mooring) 2.5
9 SynLA OKOpHTH (DBepect) climb (Everest) 8.3
10 | SynLA TIepeHecTy (KOHLEPT) postpone (concert) 36.6
11 | SynLA Bo3rnaBuTh (kadenpy) | lead (chair) 19.8
12 | SynLA I0JKeub (ABEPh) set on fire (door) 7.2
13 | SynLA 3aBepUINTH (Kapbepy) finish (career) 32.7
14 | SynLA 3aKaTHTh (CKaHal) make (scene) 4.7
15 | SynLA IIPEKPATHUTH (ATAKY) stop (attack) 43.4
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No. | Experimental | Russian verb English Frequency per million
condition translation words in Russian
National Corpus
1 SemEA BIPaBUTH (BBIBHX) set (bone) 11
2 SemEA BBIILTIOHY T (COCKY) spit out (pacifier) 3.3
3 SemEA 3aLIMTHUTH (HEJI0) defend (case) 39.1
4 SemEA o0cmyxuTh (6aHKeT) serve (banquet) 2.2
5 SemEA BBIMBITH (TIOCYLY) washed (dishes) 13.6
6 SemEA CBITpath (COHATY) play (sonata) 80.8
7 SemEA JIOCTaBUTH (TTUCHMO) deliver (letter) 37.0
8 SemEA cBaputh (OYIIbOH) cook (broth) 145
9 SemEA paccuuTath (HaJIOTH) calculate (taxes) 38.1
10 SemEA MOJKOBATH (JIOIIAIb) shoe (horse) 2.0
11 SemEA MOCAINTH (SIOJIOHM) plant (apple trees) 52.9
12 SemEA MPUIIUTH (3aMOK) sew (zip fastener) 5.9
13 SemEA HCIIPaBUTH (OIIHOKHN) correct (mistakes) 18.5
14 SemEA MOYHUHUTE (6amrep) fix (bumper) 6.6
15 SemEA noaaputh (KOH(METHI) give (sweets) 61.4
1 SemLA pPOTyYJIATE (YPOKH) skip (lessons) 1.3
2 SemLA BBIMaHUTH (KOJIBIIO) rook (ring) 15
3 SemLA B30pBaTh (METPO) blow up (metro) 13.7
4 SemLA npoexaTh (II0BOPOT) drive past (turning) 23.3
5 SemLA HpOMNHUCATh (OYKH) prescribe (glasses) 16.4
6 SemLA BBIUTPATh (KyOOK) win (cup) 52.3
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7 SemLA HNPOYHUCTHUTH (TPYOBI) unclog (pipes) 1.6
8 SemLA 3anpeTUTh (TIPOTYJIbI) forbid (truancy) 35.5
9 SemLA 3aCTpeNuTh (OJIEHS) shoot (deer) 10.2
10 SemLA B3JI0MaTh (CepBep) hack (server) 3.0
11 SemLA MOTYIIHUTH (CKITAT) extinguish (warehouse) 4.4
12 SemLA orpabuth (6aHK) rob (bank) 7.4
13 SemLA PacKphITh (Kpaky) solve (case) 40.8
14 SemLA npourpats (hepmy) gamble away (farm) 30.1
15 SemLA yChIMUTh (cobaxy) put down (dog) 24
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Appendix C: Plausibility pre-test results

Sentence Mean Mean
plausibility plausibility
of of
attachment | attachment
to NP1 to NP2

Kars yBuena acciucTeHTa JEKTOpa, KOTOPBIH OOPOHMII KITFOUH. 6.118 6.392
Bopst 000kpai 3aMecTuTeNs ayuTopa, KOTOPHIH BBITICA mTpad. 4.854 4.235
Erop BCHOMHIII OXpaHHHKA OJIUTapxa, KOTOPEI 0pOpMHII 3aKas. 4.804 4.765
[leTst BBICTyIIaNM OMMOHEHTA NOJIUTHKA, KOTOPBIH 0J00pHII a00PTHL 4.078 5.314
CeHsl IPUITYTHYI IPUATEIS CTYICHTa, KOTOPBIN 3amMa3all adumry. 5.608 6.294
JIu3a npuBena cBepCTHUKA MOAPOCTKA, KOTOPBIH MOI00pa meHKa. 5.980 6.667
Onst oOMaHyJIa TOCPEIHUKA HHBECTOPa, KOTOPBIH OIICHMI MPOEKT. 5.157 6.608
[Namra 0OBMHMII MOCTABIIMKA PECTOPATOPA, KOTOPHIA CBEpHYI OM3HEC. 5.373 6.471
Bans otmyctmina ctaxk€pa MHCTPYKTOPa, KOTOPBIA MOIXBATHII TPHIIIL 6.588 6.510
Hropp cxBaTwII HamapHUKa KOMaHIIpa, KOTOPBIH CIIpsITal KapTy. 6.157 6.039
Muma ynoMsiHyJI IOy TYHKa OM3HECMEeHa, KOTOPBIH MPOBE3 BHCKH. 5.882 5.510
JItoma oTeIcKaa cekpeTapsi MUHICTPA, KOTOPBIA OTIOKHI OTITYCK. 5.118 4.784
IOpa BcTpeTnit MOMOIITHIKA MMPOKYPOpa, KOTOPHIH OTKIFOYII TeJIe(OoH. 6.314 5.529
PuTta nonpocuia xojuiery Opuraaupa, KOTOpblil IOPaHUII PYKY. 6.627 6.608
JI€ra momo3Ban oneparopa KypHaaucTa, KOTOPBIA 3aKypHIl TPYOKY. 5.137 5.824
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Appendix D: Noun frequency

Frequency per
No. million words in
Russian National
Condition NP Russian word Corpus

1 AmbA NP1 ACCHCTEHT 8.4
2 AmbA NP1 HaMapHUK 9.5
3 AmbA NP1 MOy TYHK 6.4
4 AmbA NP1 CeKpeTaphb 77.0
5 AmbA NP1 TIOMOIITHUK 57.7
6 AmbA NP1 KoJUIera 30.7
7 AmbA NP1 ornepaTop 31.9
8 AmbA NP1 3aMECTHUTEIb 99.3
9 AmbA NP1 OXpaHHHUK 33.3
10 AmbA NP1 OMNIMOHEHT 16.0
11 AmbA NP1 MPUSITEND 53.9
12 AmbA NP1 CBEPCTHUK 10.5
13 AmbA NP1 MOCPEAHUK 13.1
14 AmbA NP1 IIOCTaBILUK 24.0
15 AmbA NP1 cTaxép 1.9
1 AmbA NP2 JIEKTOP 12.1
2 AmbA NP2 KOMaH/IUp 110.9
3 AmbA NP2 OU3HECMEH 29.5
4 AmbA NP2 MHUHHUCTP 151.4
5 AmbA NP2 MPOKYPOP 57.4
6 AmbA NP2 Opuraip 16.3
7 AmbA NP2 JKYPHAIUCT 7.1
8 AmbA NP2 ayJUTOP 4.5
9 AmbA NP2 OJIrapx 30.5
10 AmbA NP2 MOJIUTHK 45.5
11 AmbA NP2 CTYJICHT 105.4
12 AmbA NP2 OJJPOCTOK 35.4
13 AmbA NP2 HMHBECTOP 33.0
14 AmbA NP2 pecroparop 0.8
15 AmbA NP2 HHCTPYKTOP 13.9
1 SynEA NP1 YYEeHUK 80.4
2 SynEA NP1 modép 42.9
3 SynEA NP1 POBECHUK 7.6
4 SynEA NP1 HEepBEHEI] 3.4
5 SynEA NP1 COaBTOp 9.3
6 SynEA NP1 yXaxep 2.3
7 SynEA NP1 napTHEP 67.1
8 SynEA NP1 MEHeIKep 28.8
9 SynEA NP1 TJIEMSTHHUK 15.8
10 SynEA NP1 MaJTbYHIIKa 56.0
11 SynEA NP1 COXKUTEITh 15
12 SynEA NP1 HaCJIE JHUK 22.6
13 SynEA NP1 MPAaKTUKAHT 1.2
14 SynEA NP1 KBAPTHPAHT 1.6
15 SynEA NP1 JFOOUMYHK 1.3
1 SynEA NP2 CKpHITauKa 0.7
2 SynEA NP2 YEMITHOHKA 3.2
3 SynEA NP2 ACIMPaHTKA 3.2
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4 SynEA NP2 cTIoapjecca 4.4
5 SynEA NP2 moasTecca 5.7
6 SynEA NP2 JI0Yb 142.4
7 SynEA NP2 OanepuHa 8.1
8 SynEA NP2 TUMHACTKa 1.3
9 SynEA NP2 X03s1iiKa 54.2
10 SynEA NP2 coceika 28.4
11 SynEA NP2 CTYAEHTKA 11.2
12 SynEA NP2 MIpUHIECcCa 15.7
13 SynEA NP2 COTpYAHHUIIA 7.0
14 SynEA NP2 COKYpCHHIIA 0.5
15 SynEA NP2 6adyka 101.8
1 SynLA NP2 TICHCUOHEP 93.4
2 SynLA NP2 xopeorpad 2.8
3 SynLA NP2 aKaJIeMUK 49.2
4 SynLA NP2 MOCKBUY 52.8
5 SynLA NP2 XOKKEHUCT 4.8
6 SynLA NP2 TJIaBBpay 4.8
7 SynLA NP2 reHepa 140.0
8 SynLA NP2 3HAKOMBII 71.3
9 SynLA NP2 COTPYAHUK 135.1
10 SynLA NP2 CHOYOOPIHCT 2.8
11 SynLA NP2 pexuccép 103.5
12 SynLA NP2 npodeccop 111.8
13 SynLA NP2 JUTUIOMAT 19.1
14 SynLA NP2 HITYPMOBHK 55
15 SynLA NP2 ANBIIMHUCT 4.3
1 SynLA NP1 cHJIeIKa 23.9
2 SynLA NP1 HOMOIIIHHIIA 3.9
3 SynLA NP1 YUEHHUIIA 7.1
4 SynLA NP1 najyepuIia 1.3
5 SynLA NP1 (anaTka 0.5
6 SynLA NP1 aKymepka 1.7
7 SynLA NP1 pa3BeauuIa 0.5
8 SynLA NP1 6aby1ka 101.8
9 SynLA NP1 HEBECTa 31.7
10 SynLA NP1 JIEBYIIIKA 213.3
11 SynLA NP1 J1000BHUIIA 16.5
12 SynLA NP1 CIIyTHHIIA 6.2
13 SynLA NP1 nojipyra 79.4
14 SynLA NP1 MeJicecTpa 16.1
15 SynLA NP1 cympyra 24.4
1 SemEA NP1 XHPYPT 22.1
2 SemEA NP1 KY3HEI[ 6.6
3 SemEA NP1 CaIOBHUK 54
4 SemEA NP1 MOPTHOM 4.5
5 SemEA NP1 KOPPEKTOp 2.1
6 SemEA NP1 MEXaHHUK 13.0
7 SemEA NP1 KoJuiera 80.6
8 SemEA NP1 MJIaJIeHEl] 23.6
9 SemEA NP1 aJBOKaT 49.3
10 SemEA NP1 odunuaHt 1.2
11 SemEA NP1 yOopImuK 1.2
12 SemEA NP1 THAHUCT 10.1
13 SemEA NP1 Kypbep 6.8
14 SemEA NP1 oBap 13.3
15 SemEA NP1 Oyxraitep 15.5
1 SemEA NP2 HKEHUX 25.2
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2 SemEA NP2 repLor 6.7
3 SemEA NP2 JIemyTat 108.7
4 SemEA NP2 JUPEKTOP 222.2
5 SemEA NP2 TMcaTellb 166.3
6 SemEA NP2 JieTylKa 48.8
7 SemEA NP2 WMCHUHHUK 4.7
8 SemEA NP2 coceJ 97.8
9 SemEA NP2 MpUATEINb 53.9
10 SemEA NP2 KOHCYJI 4.8
11 SemEA NP2 MUHHCTP 151.4
12 SemEA NP2 MOHapX 6.6
13 SemEA NP2 YUHOBHUK 75.9
14 SemEA NP2 KanuTaH 119.0
15 SemEA NP2 HavYaJIbHUK 198.9
1 SemLA NP1 OTYUM 5.5
2 SemLA NP1 TJICMSTHHHK 15.8
3 SemLA NP1 3eMJISIK 13.5
4 SemLA NP1 BOJMTEIb 65.9
5 SemLA NP1 Ky3€H 2.7
6 SemLA NP1 ONEKYH 3.2
7 SemLA NP1 HpaBHYK 3.0
8 SemLA NP1 KJIIUCHT 87.8
9 SemLA NP1 3JI0)KHUK 19.9
10 SemLA NP1 accaxup 47.4
11 SemLA NP1 TAI[HEHT 35.8
12 SemLA NP1 TpeHep 37.1
13 SemLA NP1 pebEHoK 658.3
14 SemLA NP1 CTYICHT 105.4
15 SemLA NP1 cocen 97.8
1 SemLA NP2 MIKOJIbHUK 27.6
2 SemLA NP2 XaKep 2.7
3 SemLA NP2 HOXapHBIN 6.2
4 SemLA NP2 pa300oiHKUK 17.1
5 SemLA NP2 JIETEKTUB 10.7
6 SemLA NP2 KapTEKHUK 0.8
7 SemLA NP2 BETepUHAp 4.0
8 SemLA NP2 MONIEHHUK 6.4
9 SemLA NP2 TEPPOPUCT 32.3
10 SemLA NP2 TAKCHCT 8.9
11 SemLA NP2 OKYJIHCT 0.8
12 SemLA NP2 TEHHUCUCT 34
13 SemLA NP2 CaHTEXHHK 3.0
14 SemLA NP2 mpodeccop 111.8
15 SemLA NP2 OpakoHbBEp 2.2
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